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The purpose of this paper is to systematize some ideas introduced by R. W. Floyd
and to formulate and to prove the corresponding theorems. The nofation used
in this paper differs a little from the one used in [3] (e.g. a program is defined appro-
ximafely as in Engeler [2] because we have found this definition more useful than
one given by Floyd). The notion of description of a program introduced here is
similar to Floyd’s inferpretation of program. We consider the following problems:

(1) semantical and synfactical characterization of the sets of descriptions (fea-
sible and acceptable descriptions); We give a proof of a theorem (Theorem 5) about
their equivalence, X

{2) a method of building feasible descriptions with the aid of a fransformation
which is similar to the strongesf consequent operation (defined by Floyd); this
method is given by Theorem 1 but only for programs without loops;

{3) methods of achieving new feasible (acceptable) descriptions from different
feasible (acceptable) descriptions — Theorem 4.

1. Let £={4, T, F) be a formalized language of the first order [see 4, V, §3].
Let us additionally assume that the language 2 contains a binary predicate=(sign
of equality).

Let A=A UL U U, where A denotes an alphabet of the first order language .2,
L is an enumerable set disjoint with 4 and U. The set L will be called a set of labels.
The elements of L will be denoted by / (with indices if necessary). U is a set of auxiliary
signs U={if, then, else, do, next, goto,:}

By a language of programs we shall understand any system

LP={4", T,F, 8, P),

where 47 denotes an alphabet defined as above, T is the set of terms defined as in
formalized langnage of the first order, F is the-sef of open formulae defined as in
formalized language of the first order [see 4, V, §3], S is the set of substitutions
(sce below), P is the set of programs which will be-defined below (after some auxi-
liary definifions).

[499]
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If @ denotes an expression of the form g, xa, x... xa,,, (where a;, i=1, ..., n+1,
may be empty), then the expression

Q3 T2 T ... Wy

is said to be obtained from a by simultanecus replacement of all occurrences of
the sign x by the expression 1 and will be denoted by a (x/7) or sa, provided sdenofes
the expression of the form [x/z]. Let T be a term and x an individual variable, any
-expression of the form {x/z] will be called a substitution of fhe term t for the va-
riable x. A set of all such substitutions will be denoted by S.

Let LI',I' be elements of L. Let s be a substitufion, and « a quantlﬁer-free
formula., By an instruction we shall understand any expression of the form

I: do s next if o then goto I’ else goto [’

when I’ # !, Label [ will be called a label of the instruction.

By a program IT we shall understand any finife sequence of instructions with
distingnished one instruction (called the initial instruction) and such that every
two instructions preceded by the same label are identical.

A label is said to be an entrance to a program if it is a label of its inifial instruction.

By the exit of a program we shall understand every label which appears after
the symbol. goto, such that none of instructions of this program is preceded by this
label.

Let R denote a realizafion of the languare /27 in a non-empty set J and a two-
~element Boolean algebra B={0, 1} [see 4, VI, § 6] and let v be a valuation in J.
Similarly as in [2], for any term v e T (formula a € F) the expression 75 () (ag ()
will denote a value of the term 7 (of the formula @) in the realization R at the point
ved.

If s S then by s, (v) we shall understand a valuation obtained from o by the
change of value of exactly one variable poinfed ouf by substitufion s.

We shall consider any consistent and complete theory T={L%, C, ¢{} [see 4,
VII, § 1] and only such ifs realizations R that:

1) each realization R is a model for C,

2) sign of equality is realized as the identity.

Let 17 denote a program in language .O2F and let L (1) be a set of labels appearing
in 7.

By a graph I' (IT) of the program we shall understand a system I" (JT)=<L (iI),
K (D)) [see 1], where K (IT) is a subset of cartesian product L (ZI) XL (II) such,
that pair (w,, w,) belongs to K (JI) if and only if instruction labelled by w, exists
in program I7, and w, appears in this instruction after symbol goto. L (I7) is called
a set of vertices of graph I'(IT), and K (/T) forms sef of its edges.

2. Let I (I1)={L (IT), K(I)) be the graph of the program II, and F—the
set of formulae of the language 2F. A mapping Ij; of the set K (I} of edges of the
graph I'(IT) into the set F will be called the description of the program II
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Let ¢ be a fixed instruction of program labelled by I Let us consider a set K
of edges of the graph I'(IT) such that (g, b) e K if and only if (¢, &) € K (/I) and
either a or b is identical with L A restriciion of the mapping 7,; to the set K (I;1 K}
defines the description of the instruction c. Formulae assigned (by the mapping ;)
to the edges (w, ) w e L (IT) will be called antecedents of the instruction c. I, (1, /')
will be called the right consequent of the instruction c at the description I, and
I (7, 1'") the left consequent of ¢. Let v be a fixed valuation then Noe will be the
formula defined as follows

ILF) i ap(syo)=1,
¢ {1,, GIY i ag(sg o)=0.

The formula Noc will be called the consequent determinated by the valuation v
and the instruction c.

Let ¢ be an instruction, £ an antecedent of ¢ in a description I,; and v a valuation.

We shall say, that the description I, of instruction ¢ is feasible in the realization R,
if the fact that §; (v)=1 implies that Nzcy (sp v)=1.

The given description of a program is feasible in the realtzatmn R if descriptions
of all instructions are feasible in this realization.

Description of program is feasible if it is feasible in every realization.

Let 5 be a substitution of the form [x/7] and « a quantifier-free formula. By T,
we understand the mapping of the' set F of formulae into the set F

T, :F-F
which for every formula P assigns a formula 7.} (P) or formula 7.7 (P) defined as
follows:

d(P)={and (P (xIDAx=1(x/])),
T, (P)= (3 and, (P (x/O)ax=1 (x/})).

Let II be a program, I; a descritpion of program I7 and ¢ an instruction of the
following form
/i do s next if a then goto !’ else goto I'’,

where s=[x/t], xe V, teT, and let P4, ..., P, be all antecedents of this instruction.
Using the above notation we have the following

TrEOREM 1. If formula TF (U P)) is a right consequent of the instruction ¢ gnd

Jormula T, (U P)is aleft cansequem of ¢ then the description of instruction ¢ is
feasible. =1

Proof. Let for every fixed natural number k (1 <k<#), valuation v and rea-
lization R,

M Py, (B)=1. ' —k
Observe that: =

A) if B is the right consequent of instructfion ¢, then Nvc is identical with 8
if and only if ag (sf #)=1,
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B) if y is the left consequent of instruction ¢, then Nwe is identical with y if

and only if ap{(sz ©)=0.
Suppose that for a valuation o, dg (sp v)=1. We shall show that

) ' . % (IL-"JI P)r (55 9)=1.

By definition of T,; we have
3 T ( L_J P (5n ) =fanT (U P (I OA =7 (510D o 9

Let u be a variable that does not appear in the expression 7 nor in any formula P; (i=
=1, ... , #). By the definition of realization R [see 4, VI, § 6] the right side of (3)

is equal fo "
ag (sg VIA LJJ (iL:Jl P, (xfu)A(x=T (xf“)))x w3,

where w;={Wy}. v € 7Y is the valuation such that w;,=(sv), for z#u, Wiy=J.

It is enough to show that () (L) P, (x/u) A (x=1 (x/u)))z O¥;)=1,since ag (szv)=1.
jef i=1
Let j, an element of J such that Wy, ,=%x For valuation wy, we have

'"g Py (eli)gny)= | i 09z (0)=1,

and
(x=t (xf)g wi)=(xz Wi)=r T (x/u)g (wjo))=(xR (sv)=g T (x/u)g (w,))
=(1(r(@)=xr 7 (xfu)r (Wy)) -
Since the value of the variable u is equal to the value of x, we have
(x=t (xfu))p (Wi)=1.
So, we have found j, €J such that (U2 (xfw) A (x=7 (x/w)))r (;)=1 and con-
=1
sequently (2) holds. In a similar way we can obtain the proof for the case where
ag (sg v)=0.
TuroreM 2. Let P, P, PP P, L, be arbitrary Sformulae, then for
any instruction every Jformula built according to one of following schemas is @ theorem
of predicate calculus.

w1 (0 () @) =T (U PV Ta (I PO,
W2) (T (}:Jl (Pl AP =>Tu ( 9 P))AT. (91 )
w3) (T () o P ) =34 T U i @),

W4 (¢ ;Q (P, =P} )= (Tu (Ql P))=>Tu (,91 P
w5) (£ (D) (Vo i )= >V T (U2 ).

The proof is omitted.

tl
fi
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Let I; be a description of a program II. Let ¢ be an instruction of the program.
We say that: _

A description of the program II is acceptable in the theory T, iff for every pair
of formulae 8, y, such that there exist /, I’, 1"’ L (JT) and p=I, ', Nyand y=I (0, ")
the following conditions hold: if / is a label of instruction ¢ thien the corresponding
formula is a theorem in theory T

(T (f)=>y) whem 7y is the right consequent of ¢

or
(TZ (8)=>%) when y isthe left consequentof c.

THEOREM 3. Let s be a substitution, a an open formula and B,v, 8,y arbitrary
formulae, then every formula built according to one of following schemas is a theorem
in the theory T.

i WI) (((Tsa (ﬂ)= = 7') A (Tsa (ﬁ')= > 7'))= >(Tsz (ﬂVﬁ’): = (J’V}"))) ¥
WD (T By=> DA T B)=>7))=> T BAB)=> @AY},
W3) ((Tsa (ﬁ)= > )’) == (Tsz (EIC ﬁ)= > EI; 7’)) s
wd) (T Bry=> DA F'=> Halr=>7))=> (T (B)=>7).
The proof is omifted.

Let o denote one of the propositional connectives v, A and let I & IZ2 be the
descriptions of a program JI acceptable in a theory . The equalities given below
determinate a mew description I; of the program II:

Iﬂ ("1: l)=(lj'11 (Il’ l) o IJZT (111 [)) 3

In(, Ly=(I5 L Ly o 15 (L 1)),
for every triple of labels /, /,, I, € L (II). With the above assumptions the Theorem 3
implies the following:

TuEOREM 4. Iy is an acceptable description of program II.

Let be given: a program I7, a description 7; of the program 77, a theory T=(L£F,
C, {>. The following theorem holds.

THEOREM 5. 4 description I, is acceptable in theory T if and only if it is feasible
in every model of theory T.

Proof. Suppose that the description I of the program IT is not acceptable.
Then there exist an insfruction c¢e I7, ifs antecedent P and consequent ¢, such
that a formula (T, (P)=>(Q) is not a theorem in C. So, by the completeness theorem
for C, the above formula is not satisfied in some model of considered theory T,
ie. there exists a realizafion R and a valuation 2 such that

Tsa (P)R (E))=1 and QR (é)=0 *

We shall consider only the case in which ag (¢)=1. By our assumption and the de-
finition, of T,, (£} we have:

1=Tos () 9= (an (3 (P (1O A (x=1 IO -

Z
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Let u be a variable not appearing in the term t nor in any of the formulae @, P, a.
By the definition of a realization of a formula [see 4, VI, § 6] the right-hand side
of the above equality is equal to

ag (D) A H (P (xfiyr (x=7 (xfu)))z (W),
=1
where w;={w;.},.p€J" is the valuation such that w, =9, for z #u, w;,=j. Ob-
viously a (9)=1. Let w;, be a valuation for which (P (efu) A (=1 (x}1))) g (1)=1
holds.

Now let » be a vatuation defined as follows ve=w, ., v.=w, ; for z 7 x. From
the above definitions we obtain P (x)g (v)=P (x/t)g (w;,)- The valuation sg v differs
from the valuation v only for value of x and (sg v}, =1 (v). Observe that xg w)=
=1 (xfu)g (W, )=1z (=). Hence s v=w,, that is Qg (sg ©)=0Qg (w;).

The valuation w), differs from the valuation 2 only for the value of variable u,
by cur assumption # does not appear in. formula 0.

From the above we obtain Qg (sz v)=0pr (@) because the value of a formula Q
does not depend on variables not appearing in it. So, we have proved that there
exists a realization R and a valuation © such that for the instruction ¢ (for which
(T (P)=>>Q) is not a theorem in T) Pg(v)=1 and Qp (sg ©)=0. According to
definition of the feasible description we obtain that I is not feasible.

Now we shall prove that, if a description I, is acceptable in the theory C then
I is feasible in every model for this theory. Let I; be an acceptable description.
We recal that a description I, is said to be acceptable if for every instruction ¢
and its arbitrary antecedent P and consequent (0

1) (T3 (PYy=>0) is a theorem in T, where Q is a right consequent of ¢,

2) (T; (P)=>>0) is a theorem in T, where Q is a left consequent of c.

-

By Theorem 1 we have for the case 1):

For every valuation ', if P (v")=1 then T} (P)p{(sg v)=1.

Hence, by our assumption and by the completeness theorem: in every model R
of the theory and for every valuation (T, (P)=>>Q)g (v)=1. From the above if
Py (v')=1, then Qp(sgv')=1, ie. I is a feasible description.

Similar proof can be repeated in the second case.

" 3. Finally, let us notice that a description of a program can be useful for proving
some properties of the program. With the aid of a description we can find ouf, for
instance, whether for a given initial valuation v the program will work endlessly
in a cycle or nof. Similarly, we can use a description fo show that a program realizes
an intended algorithm. Moreover, we can (with the instance of amother feasible
description) check whether the required accuracy was achieved.

In connection with the discussed problems the following questions arise:

1) how to build an acceptable description for a program which includes cycles?
2) how to extend a description of a part of a program (i.e. a subset of program
instructions) fo a feasible description of the whole program?
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i 3} what are the operafions on the descriptions which correspend fo operations
on the programs For imstance, how to gef a description of the program being
a superposition of the given two programs?

The authors wish fo thank Dr A. Salwicki for his inferest in the problem, and
for helpful suggestions. They are also grateful to the referee for valuable suggestions
in the preparafion of the manuscript.
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