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Page, line For Read

18, a(x) ~o(x)

216 u=y u#+y

35t yu(®) =0 ya@) =1 ‘

67'¢ M((x := )= p) . (M((x := »)e) = B)

67, v = My(v) v = My(v)

9140, s Ma M'B

9140, 91s M"a Mg

91,,91,,925 « g

97%; 97'2, 974, (~yAD) ~y
11145 My @) My(@)
112° May(Kir(@)) MA(Ka(®))
142, (s := in(e, 5)) (mbe, 5) (s* := in(e, 9)) {(mb(e, )
142, (s := del(e, ) (~mbfe, 5) (s := del(e, 5)) (~mb(e, s
1484, - em(s) . ~em(s)’
1496 eq (in(e, del(e, ), s) mbe, 5) = eq(in(e, del(e, ), s)
1505 (3e)ymb(e, s)A ~mb(e, k) (3e) (mb(e, s)A ~mble, "))
2631 g € Car(K) g ¢ Car(K)
2638 = v(g;) = 2'(g1)
277 Wolk (v~ Wo k= A~
28246  ~@x)a(x) ~ (3x) ~a(x)

329, f = none f # none

3307 s = allfree s # allfree

3308 fi = newfr(s") f:= newfr(s")
In parts of the text concerning the Boolean algebra the signs v, A, =, ~, should be re-
placed by ‘U, n, —», — respectively.
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PREFACE

The purpose of this book is manyfold. It is intended both to present
techniques useful in software engineering and to expose results of
research on properties of these techniqués.

The major goal of the book is to help the reader in elaboration of his
own views on foundations of computing. The present authors believe
that semantics of programs will always be the necessary foundation
for every student of computing. On this foundation one can construct
subsequent layers of skill and knowledge in computer science. Later
one discovers more questions of a different nature, e.g. on cost and
optimality of algorithms. This book shall be mainly concerned with
semantics. ,

Secondly, the book aims to supply a new set of logical axioms and
inference rules appropriate for reasoning about the properties of algo-
rithms. Such: tools are useful for formalizing the verification and analy-
sis of algorithms. The tools should be of quality—they should be
consistent and complete. These and similar requirements lead us toward
metamathematical questions concerning the structure of algorithmic
logic.

Algorithmic properties are expressed by algorithmic formulas in a
straigthforward way. Therefore the analysis of algorithms, i.e. their verifi-
cation and evaluation of their effectiveness can be based on algorithmic
logic. Our third aim is to expose the possible applications of algorithmic
logic in the description of structures and systems, especially those
appearing in computer science.

Finally, we wish to stress strong connections between the formal
methods described in this book and the methodologies supported
by modern programming languages. This phenomenon has two aspects
commercial and scientific. Scientific—since modern tools of programm-
ing inspire many problems. Commercial—since formal methods
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of AL can be used in software engineering for creating industrial means
of production of software. '

We are aware that algorithmics, i.e. the creation of new more efficient
algorithms and the discovery of new data structures, differs from study
of rules of reasoning about algorithms. The book may be useful for
those who wish to learn about formal, logical methods of computer
science, but we cannot assure, however, that the reader will learn how
to conduct a research in computer science. The topics presented in this
book belong to the mathematical foundations of computer science.
The main questions considered are: analysis of algorithms and the
analysis of the process of analysing algorithms. The formal counterparts
of these notions are the notions of proof of a semantical property

of a program and metamathematical properties of the system of algo-:

rithmic logic. The formal tools developed by algorithmic logic have
many applications in specification of abstract data types, in' verification
of algorithms and the implementation of data structures, and in de-
fining the semantics of programming languages.

. This book can serve as a textbook for a course on the theory of. pro-
grams or logic of programs or as a textbook of logic for computer scien-
tists. It does not assume any special mathematical background from
the reader, but skill in programming and experience with mathematical
reasoning are desirable.

The book can also serve as an auxiliary textbook for courses on
programming languages and on methods of programming. Indicating
the elements of the logic of programs may be helpful in courses for
beginners.

This book arose from lectures that both authors have given on algo-
rithmic logic at the University of Warsaw, Christian-Albrechts Uni-
versitit in Kiel, Université Paris 6 and in JAC Roma.

During one semester coutse we skip Chapters V, VI and final parts
of the Chapters III and IV. For a two semester course it is advisable
to add material on the logic of recursive procedures. An introductory
course of computer science or a course on methods of programming
can use the material contained in Chapters II (methods of verification)
and IV (specification of data structures and related topics). In these
lectures we stress the relationship between ideas of hierarchical and

“modular programming and the ideas contained in the book.
The defects of this book are caused by the authors. One such defect

,e
é
ﬁ
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is the omission of recursion and procedures. The authors presented
elsewhere the results concerned to algorithmic logic of programs with
block structures and recursive procedures and also their own approach
toward semantics of functional procedures. We do not include these
results here since, so far, they have found little application in the practice
of verification. We hope that future research will bring answer to our
doubits.

We are sure that new branches of algorithmic logic will appear in con-
nection with new methods and tools of programming, especially a
logic of concurrent programs. One can foresee a broader, commercial
application of AL in specification of data types and their implementation
leading toward production of software modules in programming lan-
guages which allow extension of modules by their concatenation.

- We would like to express our gratitude to dr L. Banachowski and
prof. Z. Pawlak for their critical remarks which helped us to improve
several parts of the manuscript. We have also profited from the com-
ments of many colleagues and students, we thank to all of them.

The book would never appear without the sympathetical help and
patience of the Polish publishers. We thank Mrs K. Regulska and
others for the help in preparation of the manuscript and Mr J. Roguski
for the help in proof-reading.







CHAPTER I

INTRODUCTION

1. THE MOTIVATIONS

The design and applications of algorithms must be accompanied by

analysis and verification. We shall try to answer a few questions which

can arise in connection with this claim. : .
(i) Why is analysis needed? When should one start this analysis?

(i) What does the word “algorithm” mean? How do we conceive
the process of programming?

(iii) What kind of analysis should we ask for?

Let us begin with a few remarks. The last years have brought in an
enormous increase not only in the number of algorithms designed,
but also in the magnitude of computational processes determined by
those algorithms, in the speed of application (the time which elapses
between the construction of a new program and its applications is now
very short compare this with nineteenth-century science and technology)
and- in mass production an algorithm can be copied and used many
times in various circumstances. This means that, the cost of an error
can be enormous; its practical consequences might be disastrous. Hence,
analysis and verification ought to be included in the process of pro—
gramming from the very beginning.

Algorithms have long been in use in mathematics and technology.
However, for most of the time the meaning of the term has been im-
precise. It has been assumed that the notion of “algorithm” and the
notion of “function” (also not defined precisely) are identical. In the
nineteenth century the difference between these two notions was re-
cognized. In mathematical research, the way indicated by Frege, Cantor
(cf. Fraenkel, 1958), and others led to many beautiful and important
results and theories. Nevertheless, the notion of the algorithm, and
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of computability, were overlooked. They became the centre of attention
in metamathematics around 1930, in connection with the works of
Hilbert, Gédel, Church, Turing, Kleene, Markov, Herbrandt, Post, and
others (cf. Machtey, 1978). It was necessary to have a definition of an
effectively computable function in order to answer questions like “is there
an algorithm for solving a given problem?”. A negative answer needed
a formal definition of the notion of an algorithm. As a result, many
equivalent definitions of an algorithm appeared, e.g., Markov’s normal
algorithms (Markov, 1954), u-recursive functions, and recursive func-
tions. In connection with this, Church formulated an important conjec-
ture, namely that all formalized definitions of the notion of an algorithm
coincide. Mathematical logic has been oriented towards negative results,
proving that there is no algorithm for solving a given problem. In
computer science, however, we have a positive program of research,
not only a negative one. In this book we present various definitions
of the notion of an algorithm, and we. shall study the consequénces
of the difference between them. .

As a practical example, consider the followmg well-known procedure
known as Euclid’s algorithm.

EXAMPLE. Finding the greatest common divisor of two integers
involves the following computational process:

1. Dividé a; by a,, find the remainder a; and check whether it is
zero or not; if a; = 0 then the process terminates and a, is the greatest
common divisor of a; and a,, if a;# 0 then

2. divide a, by a3, find the remainder a,; if a, = O then the process
terminates and a; is the result; if @, # 0. then

3. divide a3 by a4, etc. -

The process will terminate after at most a, steps (why?).
The algorithm itself reads as follows:
while the remainder of the division of x by y is not equal to zero repeat
let r be the remainder;
put y as new x;
put r as new y;

otherwise (i.e., if the remainder is equal to zero)

y-is the greatest common divisor.

Observe that the same algorithm can also be used to find the maximal
common length of two segments, or the greatest common divisor of two
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polynomials. What is needed is only a new understanding of the words
“divide”, “find the remainder” and “compare with zero”.

A study of this simple algorithm leads us to the following conclusions:

(i) The notion of an algorithm is of a syntactical nature.

(ii) An. algorithm must be interpreted in order to determine a.com-
puting process.

(iii) Interpretation of an algorithm consists in assigning meanmgs
to operators (the meaning of an operator is an operation in the corre-
sponding set), and in assigning initial data.

(iv) Once we have fixed the meanings of operators, we can apply
. the algorithm to many initial data sets.

Let us compare these remarks with the abstract definition of an al-
gorithm proposed by Kolmogorov, Uspienski and Malcev (cf. Malceyv,
1965). An algorithm should have the following features:

(i) Thealgorithm and the initial state determine (or accept) a sequence
of states. A state is.a finite object. For every state of the algorlthm
a finite set of possible next states is determined. .

(if) The relation of direct successorship of states is verifiable
in finite time.

.(iii) If there is no next state, then the total result should be indicated.

(iv) The initial state can be chosen from a potentially infinite set.

Every algorithm should be verified before its eventual application.
There is no doubt about this. But we must first clarify which properties
of the algorithm are to be verified, and which methods assure the appro-
priateness of an eventual answer.

Let us observe that before an algorithm is constructed the following
question must be considered: “Does an algorithmic solution of the
problem in question exist?”. The history of science, especially of mathe-
matics, provides many cases where a negative answer has been found.
Often, attempts to solve a problem have yielded many elegant results
before the final answer was reached “no, there exists no algorithm for
doubling a cube, for trisecting an angle, for squaring a circle, for solv-
ing the word problem in semigroups, for deciding whether a given
formula is a tautology of the predicate calculus”, etc. . : '

Much time has been wasted in the attempt to construct systems
for the verification of software, optimization of programs, and so on.
Research of this kind will not be fruitless if one starts with an awareness
of the unsolvability of the problems in question. The systems arrived
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at, can be of only limited use, or, possibly, they might work in an inter-
active manner indicating trouble spots to those who operate them.

Hence the first type of semantic questions met in algorithmics (the
name sometimes used for the field of design and analysis of algorithms)
| can be called computability problems. These include, for example,
1 questions like: “Is a given function or relation computable?” More
: : precisely, suppose we are given an algebraic system U, also called
b a data structure. (The system consists of a set called the universe, com-
prising certain operations and relations. Does there exist an algorithm
| , to compute a function fin A?).

This and similar problems can be treated if one defines the meaning
_of the notion of algorithm. '

Suppose we are given an algorithm and a requirement, also called
a specification. The second group of semantic questions can be called
correctness problems. Here one can find questions such as: “Is an algo-
| -rithm correct with respect to- a specification?” “Does the algorithm
‘ in question terminate?” “Is an algorithm a proper implementation
: of the system required?” ‘
h ' The third important class of semantic questions, optimality prob-
| lems, contains questions like: “Is a given algorithm the best solution
: ‘ of a problem?” “Does an optimal algorithm exist?” (From the abstract
theory of computational complexity we have learned that there exist
problems such that every algorithm solving one of those problems
} can be replaced by a better algorithm which has asymptotically lower
computational complexity.)

The necessity of solving the above-mentioned problems in practice
makes it clear that we need to find a general mathematical theory of pro-
grams. One possible way to approach this problem is to present a theory
of programs as a logical formalized system: algorithmic logic is one
i of the first attempts in this direction.

5 The status of computer science as a deductive or an empirical science
is of secondary importance. In any case, it seems obvious to us that
research in computer science and the development of its applications
necessarily require a proper deductive system. To reason about algo-
rithms we need appropriate inference rules which describe the semantics
of programming constructs. This need has been explained in many
publications (cf. Dijkstra, 1976; Scott, 1970). The research program
of algorithmic logic takes into consideration the demand for the con-
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struction of a deductive system suitable for algorithmics. This program
contains many questions already known from metamathematics. Are
these questions important in computer science? Professor A. Mostowski
wrote “many mathematicians do successful research in mathematics
without knowledge of mathematical logic, mathematical logic is not
necessary for them” (cf. Mostowski, 1948). It is true, however, that
mathematics had developed its logical tools long before metamathema-
tical studies were initiated. For computer science the situation is ra-
dically different. It has had no time to elaborate its tools. Theories
concerning the semantics of programming languages, and various
logics of programs, have been developed almost simultaneously with
new algorithms under the pressure of quickly growing demands. These
theories have found many applications in the practice of designing
new programming languages. -Nevertheless, we must warn the reader
that algorithmic logic is not a magic wand for solving the problems
of computer science. It can help, however, in understanding them.

2. AN INFORMAL INTRODUCTION TO FORMALIZED LANGUAGES

There is no such thing as “The programming language”, the best and
the unique one. This will be obvious to the reader, who must have
encountered a few languages in practice and have heard about dozens
of others. Can we even hope that there is one general pattern in this
rich variety of programming languages? After a short examination
we find that the answer is “no”. But we should still like to find a classifi-
cation and, later, some tools facilitating the work of programmers,
or some methodological hints on how to develop software.

After a little thought, one can propose a classification of languages
built around the programming constructs allowed in a language. At the
bottom of this classification we find deterministic, iterative languages.
In this class, programs are built from certain atomic instructions by
means of program connectives of composition, branching, and -iteration.
Two languages of this class can differ in the sets of functional and/or
relational signs appearing in their alphabets. Higher in our classifica-
cation are those languages which admit procedures.

The process of enriching a language can be continued. At the top
of our hierarchy we should place a language which allows most of the
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constructions known today Hence, a language of the highest quality
(remember that we are discussing only the richness of the programming
constructs offered!) should contain co-routines and parallel processes,
classes and methods for their extensions, ability to signal between
modules, etc. We do not know a language which could be called func-
tionally complete. The criterion for functional completeness of a pro-
gramming language which we would like to propose is the following:
a language should contain all the known essential todls for composing
algorithms (from the program connectives to the concurrent processes)
and all the tools for defining data structures. (The LOGLAN program-
ming language developed at the University of Warsaw seems to be a good
approximation, cf. Bartol et al., 1983).

REMARK. It is believed that all possible ways of defining algorithms
are known. The most recent discoveries are co-routines, exception
handlers, and parallel processes. There is no consensus of opinion
as to which are the basic tools for the definition of data types. Arrays
and records are not satisfactory. The present authors believe that classes
extendable by the prefixing mechanism form a complete set of tools
for data types. Research in this direction is far from complete. O

We must emphasize here that the number of existing programming
languages exceeds thousand. Can one define general rules of compu-
tation, independent of the varying details of orthography?

There is some hope. First, we can remark that programming lan-
guages have a common feature. Their main goal is to make commumca-
tion among programmers possible. But programs have also to be com-
municated to a computer (equipped with an appropriate translator), and
hence must be written in a formal way. Accordingly, we can conceive
every programming language as a formal language, defined by its alpha-
bet and the set of well-formed expressions. Every programming lan-
guage has an intersubjective, mechanical way of deciding whether an
expression is in the language or not.

Let us analyse alphabets. An alphabet is simply a set of s1gns One can
distinguish various subsets in it:

(i) sings of program connectives and constructions, for example

while do...od (sign of iteration), procedure... and call... (signs of pro- .

cedure declaration and procedure instruction),
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(i) logical signs, e.g., ~ for negation, A for conjunction, v for dis-
junction,

(iii) functional and relational signs,

(iv) variables,

(v) auxiliary signs, e.g., brackets.

These symbols have different roles. Variables and functlonaI sym-
bols allow us to construct arithmetical expressions. For example, if
X, y, z are variablesand +, - are two-argument signs of operations, then

X y+z

is an arithmetical expression.

In a formal approach we treat such expressions as patterns or defi-
nitions of new functions, whose values can be computed whenever
we known the values of variables x, y, z and the meanings of the func-
tional symbols. Such expressions will be called terms.

In a similar way we can create Boolean expressions. They assume
logical values true or false, and they usually play the role of tests in pro-
gramming languages. If x-y and x+y are terms and < is a sign of
a two-argument relation, then

(x-y) < (x+y)

is a Boolean expression, which may or may not be valid depending
on the values of the variables and on the meaning of the symbols +, -, <.
For example, if x, ¥ are subsets of a set 4, +, - are the set-theoretical
sum and intersection respectively, and < is interpreted as inclusion,
then the value of the above Boolean expression is true. However, it is
not so if < is interpreted as equality. (The problem of interpretation
will be discussed with greater precision in the next section.)

Thus a Boolean expression can be treated as the definition scheme
of a relation, which becomes a relation when one fixes the interpretation
of the functional and relational symbols, and the interpretation of the
variables.

Using logical operators such as the signs of conjunction, negation
and disjunction we can construct more complicated Boolean expressions.
We shall call these formulas.

The formalization of a programming language still requires a precise
description of the notion of a program. In the sequel we shall consider
various classes of programs. We shall analyse and compare programming
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languages with respect to the repertoire of the programming constructs
they offer.

A rough classification of programming concepts allows us to dis-
tinguish the following classes of programs:

(@) the class of deterministic iterative programs,
(ii) the class of non-deterministic iterative programs, 7

(iii) the class of programs with recursive, non-functional pro-
cedures and blocks,

(iv) the class of programs with recursive, functional procedures,

(v) the class of programs which permit declaration of new types,

(vi) the class of parallel programs,

(vii) the class of schemes of programs.

In this book we shall consider only some of these classes. Moreover,
we shall not discuss recursively enumerable programs, Friedman’s
schemes, or random assignments, which in the authors’ opinion are
mathematical abstractions having little in common with the programm-
ing practice. The reader is advised to study these concepts in the lit-
erature (Tiuryn, 1981c; Harel, 1978c).

In most existing programming languages a program is considered
to be a sequence of instructions. The set of instructions consists of
atomic actions, and some tools for composing them.

We shall look more closely at the structure of deterministic iterative
programs. We shall explain the constructions by means of graphs,
usually called flow-diagrams. Each flow-diagram has one entry and
one exit. '

We shall start with the simplest instruction, the assignment statement.

If x is a variable and 7 is a term, then the graph shown in Figure 2.1
is a flow-diagram of the assignment instruction.
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If we are given the diagrams of two programs P, and P,

- v 04— .Zd le—0 O] [J

Fig. 2.2

(Figure 2.2), then we can compose them by putting one after the other.
The flow-diagram of the composed program is described in Figure 2.3.
It is obtained by identifying the exit of P; with the entry of P,.

P, pP——>»0o—>» P, }—r0

Fig. 2.3
Given two programs P1' and P, and a formula y, we can produce

very useful_ constructions called branching (or conditional instruction)
and iteration, as shown in Figure 2.4.

then else

Py P,

ranching Tteration
Fig. 2.4

It is easy to see that the set of programs defined in this way forms
an algebra, which is generated from assignments by means of the oper-
ations of composition, branching, and iteration. We shall call programs
of this class structural or modular ones.




10 - 1 INTRODUCTION -

of a programming language can be split into three subsets: the set of terms
(arithmietical expressions), the set of formulas (Boolean expressions),
and the set of programs. These expressions have no meaning in them-
selves. They can be considered as patterns which allow us to compute
different functions or relations, depending on the interpretation.

In order to illustrate the main assertion of this section, namely that
programs by themselves have no meaning, we present a few examples. We
use a Pascal-like orthography, in the hope that this will be understandable
to the reader.

]
{
To recapitulate, we have seen that the set of well-formed expressions -

ExampLE 2.1. Consider the following program K (Kleene’s algorithm)
(cf. Aho, 1974): ' ‘
K: begin
for i ;= 1tondo CJ 1= gUI(i, 1) od;
for 1 <i, j<nandi#jdo C=Ki,j) od;
for k:=1 to n do
for 1 <i,j<ndo
Cly := Cl1OCK - (G- Ci5 " od
od:
for 1 <i,j < mdo c(i,f):= Cj; od
end.
It is well known that there exist at least three interpretations of the
above program, and each implies a different meaning.
(i) Let us interpret the program in the structure
{4, U, 5+, %, &)
where : ,
A the universe of the structure, is the family of all subsets of the
set of finite words over an alphabet A4,
U is a set-theoretical union, '
is the operation of concatenation of languages,
* is the star-operation on languages (i.e., for X € 4, X* =euXu
UX-XUX-X-X..),
¢ is a one-element set which contains the empty word over 4.
Let I(i,f) be a one-element set which consists of a symbol from the
set Ay, produced while some automaton 2 changes the state from i to j.
Then the program K computes regular events. The meaning of the ele-
ment ¢(i, j) is the set of all words which lead from state i to state j in
the automaton 2.
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(i) Let us interpret program K in the two-element Boolean algebra
/BO = <{09 1}:U, n, *, 0>

where
v the disjunction, is an interpretation of U,
A the conjunction, is an interpretation of-,
« for every xeB, x* =1,
0 is the interpretation of e.

Let us assume that for a given graph G

o 1 iff edge (i,7) is'in G
Z(Z’J) = {0

Then the results of program K are:

otherwise

C@,/) =1 iff (i,j) belongs to the transitive closure
of G, i.e., if there exists a path from 7 toj.

(iii) Consider the data structure

- €= (R*, min, +, *, 0
where
R* is the set of non-negative réal numbers extended by the maximal
element + oo, .

min the minimum operation, is the interpretation of U,

+ is the arithmetical sum and the interpretation of -,

# is a one-argument operation such that n* = 0 for all possible
neR*,
0 is a constant zero, the interpretation of s.

Let [(i, j) be the cost of traversing the edge (7, /) in the given graph G -
and assume (i, j) = + oo if there is no edge (i,j) in G. Then the re-
sults computed by program K can be interpreted as follows: (i, ))
is the cost of the shortest path in G from i to j.

3. ASSIGNING MEANINGS TO PROGRAMS

We have seen in the previous section that one program may have many
interpretations. The process of interpretation (i.e., semantics) is defined
separately of the syntactical rules. Syntax decides which expressions
are well-formed ones; it does not determine the meaning of an expression.

It is generally agreed that in order to define an interpretation of a pro-
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gramming language we have to fix the meaning of all symbols of the
language. First, we ought to decide which elements will appear as the
values of variables and, second, we ought to associate with every func-
tional symbol the corresponding function (or partial function) and
with every relational symbol the corresponding relation. In this way
we can determine a relational system, also called a data structure.

A given data structure determines a mapping which with any ex-
pression of the language associates its meaning. This method of defining
semantics can be attributed to the work of Tarski and of Mostowski
(cf. Rasiowa, 1970).

For example, in the data structure of real numbers we can associate
with the term (x+y+z)/3 the three-argument function of the arithme-

‘tical mean, where + is interpreted as addition and / as division.

Similarly, in the same data structure the formula (x* > y* = x > y)
can be conceived as a two-argument function which associates with
every pair (x, ) of real numbers the logical value true when |x| < |y]
or x > y and false otherwise.

In this book we shall assume that every formula has a defined value
which is true or false; in other words, we shall work with a two-element
Boolean algebra. )

At this point let us observe that there are other possible concepts;
for example, a muitivalued logic can also be accepted as the semantic
base of the logical part of a language. There are also systems which
admit a third logical value (cf. MacCarthy, 1963), and systems which
regard a Post algebra as an algebra of logical values (cf. Rasiowa, 1975¢;
Perkowska, 1972). Such systems will not be discussed in this book.

To complete our description of the interpretation of a programming
language, it remains to assign meaning to programs. There is no unani-
mous opinion on how to understand particular constructions. Users
and researchers are free to make their own choice.

However, there is almost common agreement in associating with
every program a binary relation. Every program can be regarded as
a mapping which transforms an initial memory state, i.e., data, into
a final memory state, i.e., results. The connection between the input
and the output states is called the input-output relation determined
by the program and by the assumed data structure.

Now we must tackle the problem of how to define the input-output /
relation. The first approach is based on the modular structure of pro-
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grams. We can define the meaning of a program step by step, putting
together interpretations of simple instructions. For example the input-
-output relation associated with the program

begin K, ; K, end -

is a composition of the input-output relation associated with K, and
the input-output relation associated with K,.

This method of assigning fneaning to programs is called operational
semantics. \

A deeper insight into the method allows us to observe the process
by which the initial state of memory is transformed into the result.
This process is called computation. Usually we define the computation
of a program in a given data structure as a sequence of configurations,
each of which describes a valuation of variables, i.e., a memory state,
and a list of instructions to be executed. Two consecutive configurations
in this sequence ought to be in the relation of direct successorship.

This notion of computation is not the only possible one. Another
definition is related to the notion of proof. One can ask whether there
exists a proof that the results of a program K applied to data v are
equal to w. This idea, originating in the papers of Herbrand and Gdodel
{(cf. Hermes, 1965), continues to be used in the notion of formal com-
putation and in the PROLOG programming language.

Consider the following example. The language admits two functors:
a zero argument constant 0 and a one-argument functor s. The inter-
pretation of the functors will be standard in the set of natural numbers.
We shall introduce two new functors by means of the equations

f0 =x, f(xs()) = s(f(x, ),
gx, 0 =0, g(x,s0))=r(gx,),x).

Figufe 3.1 shows a diagram which can be interpreted as a proof
that g(s(0), s(0)) is equal to s(0).

ReMARK. This may seem an odd way to find that 1-1 = 1. The lit-
erature concerning PROLOG and other non-imperative languages, and
also  the discussion .about the ‘fifth generation’ of computers, show
that there are many computer scientists who are convinced of the future
applicability of such a style of programming, O
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S(x,0) = x Fix, s = 5(fx, )

£(0,0) =0 (0, 5(0)) = s(0,0))  2(x, s() = f(g(x, ¥, x)
g(x,0)=0

l g(s(0), s0)) = S (g(s(0), 0), s(0))

2(s(0),0) =0

1(0, 5(0)) = 5(0) g(s(0), s() = f(0.5(0)

/

2(5(0), s(0)) = s(0)
Fig. 3.1

Another look at the example can lead to the following observations.

A proof-like computation is composed of subcomputations by the

rules of computing, which resemble the rules of inference. In our example

the rules used were simply

/T(x) = 1) rule of substitution,
T(x[w) = n(x/w)
(@) =71 T =T pyle of replacement,
T(T1/T2) =1 o
where 7, 7, Ty, T2 are terms, 7(r,) means that 7, is a subexpression
of 7, and 7(z,/7,) is the result of replacing one or more occurrences
of 7, in 7 by 7,. ‘

The method of defining the meaning of a program by means of the
notion of computation is very useful for the class of deterministic
and the class of non-deterministic iterative programs. It is not obvious
whether this method can be used to define the semantics of more de-
veloped programs, €.g. programs with recursion or O

declared in a program.

bjects of types
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J

For this reason another method has been suggested by Scott and
Strachey (1971). Their proposal is to treat a program as an implicit
definition of an input-output mapping between states. The mapping
(i-e., semantics).is the least solution of a system of functional equations
which can be associated with every program. The elegance and simpli-
city, of this method, which is called denotational semantics, have attracted
many researchers. The programmers can comment that, when this
method of identification of a mathematical object is used, its application
in verifying properties of programs is not always possible.

The third method of defining semantics, the axiomatic semantics
is similar to denotational semantics. A semantics is axiomatically defined
whenever a set of axioms and inference rules is given such that every
true semantic property of a program can be proved in the system.
Obviously, we require that the system should be consistent. Denota-
tional semantics can be placed half way towards axiomatic semantics.
One can regard implicit equations as axioms. There are no syntactic
rules of inference; instead, the method offers a powerful semantic
tool—the least fixed point of the system of equations is proposed as
a solution.

For us, operational semantics based on the notion of computation
seems the most natural. Axiomatic semantics or mathematical identi-
fication of meaning are secondary for a programmer who deals with
computations in his everyday practice. The programmers intuitions are
formed by computations. We realize that for the designer or imple-
‘menter of a programming language, denotational and axiomatic sem-
antics may be very attractive. However, even the designer of a lan-
guage should not overlook questions of effectiveness of implementation
connected with the operational semantics.

Practice allows us to make experiments and to develop our intuitions
about a computational process. However, this is not enough. What
we need is the possibility of formulating a specification before the
software is designed, and verifying the correctness of software with
respect to this specification. Let us quote here the well-known assertion
that computational experiments can help us to find a bug in our pro-
gram, but no experiment can prove correctness of the program with
respect to a potentially infinite set of initial data. The verification should
be made before applying the program to the data. This is the proper
place for axiomatic semantics. It offers axioms and inference rules
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which can be used in the process of verification of the properties of
a program. It is written in a language of logical formulas, and the same
language can be used for specifications. The language of axiomatization
differs from the language of programs. It is unlikely that the first-order
predicate calculus could serve as a logical basis for the axiomatization
of semantics. We shall explain this in the next section.

4. SEMANTIC PROPERTIES OF PROGRAMS

Having chosen a definition of the notion of computation, one can ob-
serve various semantic phenomena. Their nature differs, according
to the definition of computation. In the case of formal computations,
the crucial problem is whether a computation exists. In the case of com-
putations which are sequences of states, the most important question
is whether a computation is finite or infinite. If a computation is under-
stood as an algebraic process of composing the meanings of sub-
expressions to obtain the meaning of the whole expression, the question
would be: “Does the process give a result?”

Let us survey the properties of programs which will be discussed
in this book. For the case of computations defined as sequences of con-
figurations the relevant properties of deterministic iterative programs
are termination, correctness and equivalence.

Termination. Does the program in question have finite computations?
Are all computations of the program finite? If they are not, then what
is the suffcient and necessary condition for the finiteness of the compu-
tations?

ExampLE 4.1. In some interpretations Buclid’s algorithm always
terminates, ¢.g., in the structure of rational numbers. For the ancient
Greeks the discovery that the algorithm does not necessarily terminate
if interpreted in the structure of segments of planar geometry was
a shock. O

The problem of termination can be stated in various circumstances.
The question whether a given program M terminates in any interpre-
tation and for any data differs from the question whether the same pro-
gram M will terminate in a data structure 2. "

B
i
4
!
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Correctness. Does the program compute the results which were expected
from it? Our requirements (specification) can be given as a pair of
conditions, an input condition (precondition) for the data and an
output condition for the results (postcondition).

ExampLE 4.2. Suppose that the specification is:

(precondition) g and b are two positive integers,

(postcondition) the result is the greatest common divisor of ¢ and b.

Suppose the program considered is Euclid’s algorithm. One should
be convinced a priori—before possible computation—that the final
value of the computation is the greatest common divisor of «
and b. 0

In order to pi‘ove correctness one uses:
() the structure of the specification and of the program,
(i) certain properties of the data structure, i.e., of interpretation.

Egquivalence. Do two programs M and K compute the same results?
This question is connected with the classification of programs as ‘better’
and ‘worse’. Two programs are equivalent if for equal data either
both do not terminate (= diverge) or both terminate and give results
satisfying- the same postcondition. Hence, if one program is correct
with respect of the specification («, ) the other is also correct with
respect to (o, §). In this case one can begin an analysis of costs of the
two algorithms in order to find the better program.

When the programming language considered is more developed
and admits classes and deallocation of objects (cf. LOGLAN), one
should ensure the property that no computation will lead to a situ-
ation in which reference is made to a non-existent object.

This survey of various semantic properties can be continued. In the
sequel we shall study several of the already mentioned properties, and
introduce many others.

As regards prooflike computations, the main question is not the
termination of a computation. By definition all formal computations
are finite. The main problem is whether a computation exists. Another
kind of problem is the reasons for the non-existence of a prooflike
computation. It may be caused by an inconsistency in the system of pro-
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cedures (axioms), €.g.,

f(x) = f)+1
or, by circular definitions, €&

g(x) = g(x)-
It is worthwhile to distinguish the two cases; in the second case the
functional equation can be solved by an arbitrary choice of the function g
whereas the first case is @ hopeless one—there is no function f which
will satisfy such an inconsistent system of axioms.

We should like to end this section leaving the reader with the con-

viction that the variety of interesting and important semantic phe-
nomena is great and worth studying. ’ :

5, EXPRESSIVITY. AN INTRODUCTION TO THE LANGUAGE
OF ALGORITHMIC LOGIC

Semantic properties of programs should be an object of study. We should
like to prove or disprove them, just as in mathematics we prove or dis-
prove various theorems.

Before we try to construct a system for reasoning about the semantic
properties of programs, we should find a way to €Xpress them as for-
mulas (logical or mathematical ones, according to the reader’s prefer-
ence). The natural candidate is a language of first-order logic. Can we
express properties like termination, correctness, etc., as formulas of the
first-order predicate calculus? After a closer examination we find that
we cannot. The termination property allows us to express many prop-
erties known as non-expressible in the language of first-order logic.

As one of many possible examples, let us mention the property

~of a number being a natural number.

There is no formula of first-order logic defining natural numbers;
on the other hand, the property

the program
begin y := 0; while x # y do y:= y+1 od end
terminates

holds iff the number x is a non-negative integer.
Consider the loop

while «(x) do x := f(x) od.
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The termination property is equivalent to an infinite disjunction

a(x) or a(x/f(x)) or a(x[ffx)) or..
This observation was first made by Engeler, 1967, who proposed the
use of L, , logic. The language of L, , allows any infinite disjunctions
and conjuctions. It can be observed that this language is too rich. For
example, there is an algorithm to construct the i-th component of the
infinite disjunction above.

Another possibility is the use of weak second-order logic, WSL.
The termination property of a program can be expressed as follows:
“there is a finite sequence of states such that...”. This expression is typi-
cal of weak second-order logic. Again, WSL seems much richer
than is necessary for an analysis of programs,

One can certainly study the properties of programs in L, ,, or in WSL,
but we suggest considering a minimal extension of first-order logic
which will allow us to investigate the properties of programs, i.e.,
algorithmic logic. ¢ .

The language of algorithmic logic will be the least extension of the
language of first-order logic such that expressions of the form

{program) {formula)

are also regarded as formulas.

The propesed meaning of the formula Kw«, where K is a program
and « is a formula, would read “the formula Ko is satisfied in a data
structure A at a valuation v iff the computation of the program K
which starts from the initial data v in the structure ¥ is finite and the
results satisfy the formula o”.

Let us look at a few of the semantic properties:

(i) a program K terminates iff the formula (Ktrue) is valid,

(i) a program K is correct with respect to a precondition « and
a postcondition f iff the formula (« == Kp) is valid,

(iii) two programs K and M are equivalent with respect to a postcon-
dition « iff the formula (K« = Mug) is valid.

The cases of non-deterministic or concurrent programs require slight
modifications. A non-deterministic program can possess more than
one computation. It is then natural to split the question about results
into two different problems: “Do all results satisfy the required prop-
erty?” and “Is there a result which satisfies the property?”. Accordingly,




e et

i 20 I INTRODUCTION

we assume in the algorithmic lénguage the following two modal con-
g structions: '
i & Koo with the meaning “it is possible that after a finite computation
‘l ’ of program K the property « holds”,

1K« with the meaning “it is necessary that all computations of the
program K should be finite and all results should have the property «”.

The property of strong termination of a non-deterministic program
K can be expressed in such a language by the formula [J Ktrue. Various
- notions of program correctness. can be expressed by formulae like
(= O KB), (an ~OK~p), (aa Ktrue=> Kp). Now, the goal of
the verification of the properties of programs has a formal counter-
; part. In order to verify that a non-deterministic program K meets the
L conditions of a specification «, f, it is enough to prove, or disprove,
| a corresponding formula, e.g. (¢ = ¢ Kp).
Communications like “the deterministic program K applied to the
~ data d gives the result #” can be verified by a repetition of the computing
experiment. However, one can also make the more general statements
“for every data satisfying a precondition & the program K will termin-
ate”, etc. The validity of such statements cannot be checked by ex-
periment. In order to prove or disprove such statements it is necessary
to use more general tools, such as inference rules or axioms.
Let us remark that, as in mathematics, it is not necessary to present
a complete formal proof with all the details. It is often more convinc-
ing simply to present arguments that a proof exists. In this way we can
exchange communications about software and its properties, much
as chemists exchange communications about experiments and deduc-
tions based upon them. The development of software can be treated
as a social scientific skill, with intersubjective methods of verifying
E the communications about the properties of software.

6. ON APPLICATIONS

| In this section we shall discuss the practical consequences of research
X on algorithmic logic.

‘ Algorithmic logic (AL) can be apphed in the analysis of semantic
properties of programs. The completeness property of AL makes the
objective program sound. AL offers methods of verification of part1a1
and total correctness, and moreover it permits the analysis of on-going
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processes. Even the estimation of the complexity of algorithms can
be formalized in AL. Let us observe that the formulas

(if B thep K fi)"8 and (if § then K fi)**!1~ 8
assert that the number of iterations of the loop-statement
while § do K od

will not exceed the number n+-1.

The whole system of Floyd—Hoare logic is included in AL, and thus
all examples of the proofs in this systems are in AL. Floyd-Hoare
logic (cf."Hoare, 1969) is not complete: not every valid semantic prop-
erty has a proof. Algorithmic logic supplements the missing pérts
of axiomatization. There is an w-rule in AL, i.e., a rule of inference
with infinitely many premises which is necessary for the completeness
of the system. However, we do not intend to present formal proofs
in all cases. In most examples it is enough to have reasonable arguments
for the validity of the assertion, i.e., it is enough to prove that the proof
exists.

There are numerous arguments showing that data structures can
be specified with the help of AL (cf. Chapter 1V). What is the importance
of this? Not only do algorithmic formulas allow us to define data struc-
tures which are not axiomatizable in first-order logic, not only is the
axiomatization of these structures compact, but also—and this is much
more important—algorithmic axioms facilitate the task of proving
the correctness of many algorithms.

ExAMPLE. Algorithmic specification (axiomatization) of the data
structure of natural numbers consists of three formulas:
s(x) =0,
5(x) =s()=>x =y,
(7 :=0; while x # y do y := s(y) od) true.

One can prove the termination of a program, e.g.,
M:u:=0;z:=x;while y =ydou:=s();z:= s(z) od

by a natural transformation of the program appearing in the axiom.
Since we have assumed that this program terminates, and since the
program M can be obtained by transformations which do not spoil the
termination property, the program M also has the termination prop-
erty. In this way we can hide induction in algorithmic reasoning. [J
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The implementation of data structures can also be considered on the
basis of AL. It finds a formal counterpart in the notion of an interpre-
tation of one algorithmic theory within another. Chapter IV contains

more details and examples illustrating the method of development

of type declarations (in LOGLAN), together with the proof of their
correctness, which is based on this idea.

AL can be treated as an axiomatic method of defining semantics
(we deal with this problem in Chapter III). Axiomatization of AL can
be used by implementors as a test in an assessment procedure for an
implementation of a programming language. ‘

For more developed languages one can propose a method of de-
fining language semantics by constructing a collection of algorithmic
theories. Various theories can define different aspects of LOGLAN’s
semantics. When put together, they will form a system completely
describing the semantics of a rich programming language (cf. Chap-
ter VII).

Another application of AL is in the definition of semantics based
on formal proofs. The notion of formal computation can lead to a new,
non-imperative programming language (Salwicki, 1975).

Algorithmic logic and other logics of programs can be used in the
process of teaching programmers and even mathematicians. It may
be that in the long run AL will help us to a better understanding not
only of programming, but also of mathematics. It is AL which provides

-us with another viewpoint on data structures. Algorithmic properties

have equal rights with first-order properties: they may simplify rea-
soning about data structures. -



CHAPTER 1I

LOGIC OF DETERMINISTIC ITERATIVE PROGRAMS

The main questions dealt with in this chapter are: “What are the
semantic properties of programs?” and “How can they be expressed
in a formalized language?”

We start with the definition of a cluss of algorithmic languages which
admit iterative programs. lterative programs are built from assignment
statements by means of program connectives like composition, branch-
ing and iteration. Bach program is interpreted as a binary input-output
relation in the set of all computer memory states. We then define the
notion of computation. This allows us to discuss semantic properties
of programs, like termination, correctness, etc. The importance of these
notions for the analysis of programs is obvious:

To express semantic properties of programs we shall use algorithmic
Jormulas, i.e., the constructions of a form Kf where K is a program
and f is a formula. The intuitive meaning of this formula is “after
execution of program K the property 8 holds”. Such constructions allow
us to express properties of programs and data structures which are
not expressible in the first-order language.

The next step is to formulate laws and rules concerning computa-
tional processes. They provide us with formal tools for reasoning about
programs. We aim to construct a formal system in which all valid sen-
tences are provable and all provable sentences are valid. However,
a more strict investigation of the semantics of the algorithmic language
leads to the conclusion that the compactness property does not hold.
This means that there exists a sentence which is a semantic con-
sequence of an infinite set of formulas and which is not a consequence
of any finite subset of this set. The most important consequence of this
fact is that the logical system we are going to construct cannot be a fi-
nitistic one. ‘

In this chapter we shall present a formal system of algorithmic logic
in the Hilbert style which uses infinitistic rules of inference of the w-type.
We shall prove that all provable formulas of this system are valid.
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We conclude the chapter with some examples of formal proofs in the
formalized system of algorithmic logic.

A 1. LANGUAGE

We shall now consider the algorithmic language L of deterministic
while-programs. There are three kinds of well-formed expressions in L:
terms, formulas and programs. In this section we shall introduce these

three notions formally.
Let us assume that the alphabet of the language L contains enumer-

able sets of signs of relations P (predicates for short), signs of functions @
(functors for short) and variables V. There are two kinds of variables,
propositional and individual. Hence the set V'is a set-theoretical union
of two disjoint sets of propositional variables ¥, and of individual

variables Vi.

DerintTioN 1.1. By the type of language L we shall understand the
system {{Ng}pem {myYoepy Of tWO families of natural numbers such
that for every @ € @, n, is an arity of the functor ¢ and for every Q€ P,

O

m, isanarity of the predicate 0.

The notion of term is just the same a8 in classical logic. We shall
recall the definition below.

permTioN 1.2. The set of terms T is the smallest set which contains
the set of individual variables Vi and is closed with respect 10 the rule
that if @ is an n-argument functor, ¢ e®, and Ty, -5 Tn HE terms, then
the expression (115 0> T,) IS @ term. O

ReMARK. In most examples throughout this book we shall consider
two-argument functors and two-argument predicates. In keeping with
tradition we shall then write x <y, X+ instead of < (X, ), +(x, ¥)

O

as in the definition above.

ExampLE 1.1 Assuming X, , Z i are individual variables and -, + ar¢
two-argument functors, then (i-»)+2 (x-y)+(x-z) are terms. O

Lemma 1.1. The system o = (T, {pulped? is an abstract algebra
with the set V; being the set of free generators in T, such that for every




1. LANGUAGE 25

n-argument functor ¢ € O, gy is an operation in T and for arbitrary terms
Ty, .5 Ty We have

Qu(Te, s Tw) = @(T1, ..., Ty)- 0

* The set of all formulas F will be described later after the definition
of programs. We now recall the notion of an open formula.

DEFINITION 1.3. The set of open formulas Fg is the least set that con-
tains the set of propositional variables V, and such that

@) if- o, f belong to F, then the expressions (xV f), (xA ), (x = f),
~a also belong to Fy,

(i) if Ty, ..., Ts are terms and @ is an n-argument predicate, then
o(ty, ..., T,) belongs to F,. : O

The formulas defined in (ii) above are called elementary formulas.
In other words every propositional variable is an open formula; every
elementary formula is an open formula, the conjunction, the alterna-
tive, the implication of open formulas is an open formula, and the
negation of an open formula is an open formula.

ExamPLE 1.2. Assume p, g are propositional variables and <, <, = are
two-argument predicates. Let x, y, z and +, - be as in Example 1.1.
The expressions

(D (x= (" »+2)rz <ya0<i)),
((~grp) = x+¥) 2 < x+ (¥ 2)

are then open formulas. U

LEMMA 1.2. The system {Fy,u, n, =, —> is a free abstract algebra
in the class of all algebras (A, 0., 0,5, 03, 04y With three binary oper-
ations 0y, 05, 05 and one unary operation o,, and such that for arbitrary
o, feF, we have

B = (v ),
wnB = (an p),
> f = (=),

The set of all propositional variables and elementary formulas is a set
of free generators of the algebra {F,, U, N, —, —>.
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The proof is analogus to that in classical logic, and also to the proof
of Lemma 1.3 below. O

DEFINITION 1.3. The set of all programsH is the least set such that:

(i) Every expression of the form (x:=7)or (g:=p)isa program,
where X is an individual yariable, T is a term, 4 isa propositional variable,
y is an open formula. :

(i) If y is an open formula and M and M’ are programs then the
expressions if ¥ then M else M’ fi, while y do M od, begin M; M’ end
are programs. )

The set of all expressions defined in (i) shall be called the set of assign-
ment instructions and will be denoted by S. Note that the pairs of words
then—else, else—fi, do—od, begin—end, play the role of parentheses
similar to (,)- To avoid superfluous parentheses We shall write for example

1° begin My -3 M, end instead of begin M, ; begin Mz ... begin
M,_1; M end ... end end; ;

7° while y do M,; M, 0d instead of while do begin M, ; M, end od;

3° if y then M;; M, else M M, fi instead of if y then begin M, ;
M, end else begin M1; M 5 end fi. According to the definition the ex-
pression (x 1= X) is a program for every variable x. We shall denote
such a program by 1d.

For the sake of simplicity we shall write if y then M fi instead of if ¥
then M else Id fi. . '

If M is a program and i—a natural number, then M'is a shortened
form of the program begin M; ...; Mend; M° % 1d.The program begin
M; M end is called the composition of programs M, M’; the program
if y then M else M’ fiis called the branching between the two programs M
and M’, the program while 7 do M od is called the iteration of the pro-
gram M. : ‘

ExampLE 1.3. Let X, ¥» z, i be individual variables, +, — two-argu-
ment functors, = 2@ two-argument predicate and 0, 1 zero-argument
functors (i.e. constants). The following expression ijs then a program

~ begin
‘ z 1= X;
i:=0; .

while z > ¥
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do
zZi=2z—y;
i:=1i+1
) od; .
end; O

LemMAa 1.3. The system II =<1 o, {#,},er,, {if}}yery is an
abstract algebra such that for every y € Fy, o and if, are two-argument
operations in II, and x,, is a one-argument operation in I and for every
M, M' eIl we have

Mo M' = begin M, M’ end
#,(M) = while y do M od
if, (M, M) = if y then M else M’ fi. v
. Moreover, II is a free algebra in the class of similar algebras with the
set S of assignment instructions being the set of free generators.

PrOOF. Let A = <4, o, {*;},cr,, {if, },er,> be an algebra similar to /7,
and let f: .S — A be any mapping from the set of generators Sinto 4. The
mapping f can be extended in a unique way to the function A: IT — A4,
defined by induction on the length of programs:

h(s) = f(s) for every assignment instruction s € S.
h(begin M; M’ end) = h(M) o h(M"),
h(if y then M else M’ fi) = if, (h(M), h(M")),
h(while y do M od) = «,(h(M))

for each programs M, M’ and every formula y € F.

By the definition, 4 is an extension of fand 4 is a homomorphism.
The uniqueness of / follows from the property that every program
in IT is of exactly one of the following forms: it is an assignment in-
struction, a composition of two programs, an iteration of a program

or it is a branching between two programs. Moreover, the represen-
tation of a program is unique. ‘ O

Now we can define the set of all formulas of the language L.

DEFINITION 1.4. The set of all formulas F is. the least extension of the
set Fy such that:

() If M is a program and o is a formula, then M« is a formula.
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@ii) If M is a program and « is a formula, then U Ma, (YMo are for-
mulas.
(iii) If x is an individual variable and o(x) is a formula, then (3x)o(x)
and (¥x)a(x) are formulas. '
"(iv) If o and B are formulas, then (xV B), (enPB)s (=P and ~o
are formulas. [

'We call the signs () \J) universal and existential iteration quantifiers,
and the signs V, 3 universal and existential classical quantifiers.
Any formula in which neither iteration quantifiers nor classical
quantifiers appear is called a quantifier-free algorithmic formula.

ExampLE 1.4. Let M be the program defined in Example 1.3. The .
expression :

#)) M(x= ((i-y)+z)A(z<yA0<i)) v

is then a quantifier-free formula, and

(3) Ay (x:=» U= x+1) z < x)

is a formula, where X, ¥, 2 i are individual variables; +, - are
two-argument functors, <, = < are two-argument predicates; 0,1
are zero-argument functors. ™

As in the case of the previous definitions we can formulate a theorem
about the algebraic structure of the set F. Indeed, every program M ell
can be treated as a one-argument operation in F such that for a given
formula o it gives as a result the formula Me. However the pioblem
with quantifiers is much more difficult since they in fact define the gen- .
eralized operations with infinitely many arguments.

At the end of this section we shall introduce some auxiliary notions.

Let w be any well-formed expression of the language L. By V(w) we
shall denote the set of all variables that appear in w.

Let s be an assignment instruction of the form (u:=w). By W we
shall then denote the expression which is obtained from w by the sim-
ultaneous replacement of all occurrences of the variable u, in the
express'ionzw, by the expression w'.

ExampLE 1.5. Let s be an assignment instruction (¥ := X+ »)-
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1. As a first simple example let us consider the case where w is a term
((i+ y)+z) from Example 1.1. Then 5w is a term of the form

, (G x+»)+2).
- 2. As a second example let us take the formula (1) to be w. The ex-
pression sw is then a formula of the form

(x= (G- (x+j)))+z)A(z < (x+») A0 < 7).

Obviously if x does not appear in the expression w then sw is ident-
ical to wx

3. Note also these negative examples. When w is the formula (2) or
(3) then the expression sw is not a well-formed expression. d

- The observations from the above examples can be summed up in
the following lemma.

LeMMA 1.4. For every assignment instruction s:
1° If w is an open formula, then sw is an open formula.
2° If w is a term, then Sw is a term.

The easy proof is left to the reader. O

Now we give the strict definitions of the free and bounded occurrence
of an individual variable in a formula.

DEFINITION 1.5. The occurrence of an individual variable x in a for-
mula « is bounded by a classical quantifier iff x occurs in a part of « of
the form (Ax)B or (VNx)f for some formula . In the opposite case an
occurrence of x is called free. O

ExAMPLE 1.6. The occurrence of z in formula (3) is free; the occur-
rence of y in this formula is bounded by the existential quantifiers (3y).
In the formula ((3¥)x < y v x = y) both occurrences of x are
free; the first occurrence of y is bounded and the second, free. O

We write a(x) indicating that the variable x is free in a.

Let us denote by true the formula (p v ~p) and by false the formula
(p A ~p), for a fixed propositional variable p; let « = 8 be a shortened
form of ((x= A)A (B = ®)). '
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2. SEMANTICS

In this section we shall define precisely the algebraic semantics of algo-
rithmic IAnguage. We shall start from the interpretation of the Janguage
signs in the corresponding relational system and two-clement Boolean
algebra. Then we shall extend this interpretation to all well-formed
expressions of language, terms, formuias and programs.

Let L be an algorithmic language of the type {{nyYpeds (Mg Yoery
where @ is the set of functors in L and P is the set of predicates in L.

DEEINITION 2.1. By @ data structure for L we shall understand a re-
lational system % which consists of the universe A and operations and
relations such that:

1° For every n,-argument functor @, there exists n,-argument
operation @ in A. ’

2° For every mg-argument predicate 0, there exists m,-argument
relation oy in A. '

Hence a data structuré for Lis a relational system

A= <A’ {Q‘-‘I}¢e¢9 {Q‘l[}aeP>
.Of the type <{ntp}qze¢’ {me}qu>- [}

The given data structure for L determines the interpretation of function
and relation signs in the language. We shall call pa the interpretation
of a functor @, and oy the interpretation of a predicate ¢ Let U be a data
structure for L, and let both ¥ and L be fixed for the rest of this section.

Individual variables of I, will be interpreted as clements of 4 and
propositi'onal variables of L will be interpreted as elements of two-el-
ement Boolean algebra:

By =<{190}) Vi, Aby=> ~>~

DEFINITION 2.2. By @ valuation in the given data structure W we shall
mean a mapping

0: VouV; = Av {0,1}
such that
o(p)e 0,1} for peVo,
o(x)eAd for xeV;. O
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The set of all possible valuations will always be denoted by W. The
given data structure U for L determines in a2 unique way the interpretation
of a term as a mapping in A.

For every term 7 we have a corresponding function

T W—o A
which is defined recursively as follows:
xy(v) = v(x) for xeV,,

P71, 05 (@) = Pu(v19(), ..., 7).
~ Here we have used the fact that every term 7 is either a variable
or is in the form ¢(z,, ..., 7,) and the representation is unique.
Note that we have in fact defined a homomorphism /4 between the alge-
bra of terms and the algebra {4, {pu}ycs,) such that

() = 9(v).

By Theorem 1.1 the homomorphism is uniquely determined by the
given valuation o. '

ExaMpLE 2.1. Let R be the data structure of real numbers and let
addition (+) and multiplication (-) be an interpretation of functors
+, - of the language L.

The term ((i*y)+z) then determines the three-argument function
f{, y, z) in R such that for every valuation v in R

f(‘l)(i), 1)(_)/’), TJ(Z)) = 191(1))'
In particular, f(1, 2, 3) = 5. O

The element 79 (v) of 4 is called the value of the term 7 in the struc-
ture W at the valuation v.
Analogously, every formula o of the language L determines a mapping
oy from the set of all valuations W into the Boolean algebra By,
ooy - W fand Bo.

Every program M of the language L determines a partial function My
from set W into itself, called interpretation of program M,
My: W W.

Both mappings will be defined by simultaneous induction with respect
to the length of expressions: ‘
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;-
pu(v) = v(p) for peVo
07y, s T @) =1 it (T s 7(0)) € 0u
for n-argument predicate @ and arbitrary terms Ty, ... Tn-
If au(?) and fu(v) are defined, then

(v Bu®) = (@) Pu(@);
(A Pa@) = an(®)NPu(®),
(& = B)ulv) = (@) > Pu(®),
(~a)u®) = —ay(@).
~Let s be an assignment instruction of the form (u = w), su(v) is.
then a valuation ' such that »
o' () = wu(®) and ©'(2) = o(z) for u # Z.
Assume that the mappings yu, My and Mgy have been defined
‘Mm(v) if yu(v) =1 and
Mu(v) is defined,
if y then M else M’ fia(®) = Myw) if yu@) =0 and
My(2) is defined,
lundeﬁned otherwise,
Msﬁ(Mg(v)) if My(@) is defined

d My(Mu(®)) i
begin M; M’ endy(@) = and Mg (Mu(@) is

defined,
undefined otherwise,
[ My@) if Ma() is defined for
| all j < i and ya( M4(0))
while 7 do M odu(v) = l = 1forj < i ya( M)
=0forj=1

lundeﬁned otherwise,
We continue the definition of the interpretation of formulas:

an(@) if Miy(v) is defined and v’ = Mu(®),
(M“)QI(.U) - {0 otherwise,

(UMa)u(@) = li.;.l&b.(Mioc)u(v) (cf. Appendix A),
(NMD)u®@) = ;géll.vb.(M iu(v) (cf. Appendix A),
(@)a(x))u@) = l.auE.E. an(v%),
((V)2())u(@) = &1b. AR
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where ¢¥ is a valuation such that

vi(x) =a and <i(z) = v(z) for all z # x.

REMARK 2.1. According to the definitions given above, the mappings
o, Ta, My depend on the finite set of variables that occur in the for-
mula «, the term v or the program M. Hence only a finite part of the
arguments described by the valuation is used in order to establish the
values og(?), Tu(v), My(?). In order to simplify our’ definitions we shall
treat these mappings as defined on the set W. O

For a given data structure 2 and valuation v, ay() will be called
the value of the formula o in the structure W at the valuation v. Analog-
ously whenever My(v) is defined, we shall call it the result of a pro-
gram M in the structure W at the initial data (valuation) v.

ReMaArRk 2.2. If a program M does not contain while then for
every data structure U, the mapping My is total. 0

ExAMPLE 2.2. We shall consider the program M described in Example
1.3. Let the set of natural numbers be the universe of a data structure,
and let the interpretation of functors —, + and predicate > be the
obvious one,

Below we shall describe the process of evaluating the result of the
program M at an initial valuation » in the data structure 2.

My(v) = (while z > ydo z := z—y; i := i+ 1 od)ulvy)
where

v = (2 := D (( 1= Ou(®)),
ie.
00(2) = v(x), vow) =v(w) for all u+z and u #i
2o() = 0. 4
Let n be the quotient obtained on dividing v(x) by v(y). This gives
v(z)—j-o(¥) > 0 for all j < n.
Let :
v; = (begin z 1= z—y; i := i+1 end)q(vo).
Thus for all j< n

o) =J, 9@ = v(2)—j ()
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~

and for j <n,

(Z Z y)‘),l('v_;) =1, (Z z y)‘ll(vn) = 0.
Hence, .

My(v) = (begin z = z—y;ii= i+1 end)y(vo) = 2,
where ’ '

o) =n vE@= v(x)—n-v()s

v’ (1) = (W) for u # z, U # I O

The strict analysis of the example allows us to observe that the process
of evaluating a result of 2 program consists of consecutive steps in accord-

ance with the structure of the program.
The notion of computation defined below captures the intuition

of the evaluation process.

DEeFmITION 2.3. By @ configuration we shall mean any ordered pair
{w; o) such that v is a valuation and ¢ is @ finite sequence of programs. [

DEFINITION 2.4. By @ computation of a program M in a data structure i
and an initial valuation v, we shall understand a sequence of configur-
ations such that the initial conﬁguration‘ is of the form {v; M) and
any two consecutive configurations satisfy the successorship relation
defined in 1°-5° below:

Assume that <¥'; My, .-» M,y is a'conﬁguratio'n of the computation.

1° If M, is an assignment instruction s, then the next configuration is

(su(@'); Mas oos Ma)-
2° If My is in the form begin M,,; M, end, then the next configur-
ation is
<’0,; M11> M12> M29 v Mn>
3 If M, is in the form if  then M, else M, fi, then the next con-
figuration is
@'y My, My oo M) if ya@ =1
. <’Z),; M127 M29"‘=Mn> lf ‘}’91(7))":0'
4° If My is in the form while y do M od, then the next configuration
is either ‘
(V' My, M3, ..o M,>, When ya(v) =0
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or
<7)I; M: Mla M2a M3a LR Mn>9 When 7/91(7)) = 0

5° If a configuration of a computation is in the form {v; ) i.e., if it
* has an empty list of programs, then it is the last configuration of the
computation and the computation is called finite. The valuation T is
called the result of the computation. 0

ExampLE 2.3 (Evaluation of a formula value). Let « be the formula
(x:= 0),(U(x := x+1y < x) where 0 is a zero-argument functor,
+1 is a one-argument functor and < is a two-argument predicate.
Let N be a data structure such that the set of natural numbers is its
universe and O is the number zero, + lg is the successor, < g is the or-
dering relation in the set of natural numbers. If v is any valuation
in N, then

aa(@) = (U@ := x+1)y < x)a(v3)
= l;:];,b. (tx := x+ 1y < X)n(2F).
Assume that
v = (x 1= x+Dn(v5),
i.e.
23(x) = i and v;(2) = v(2) for z # X.

\

Then
a(0) = Lub.(y < Da(@) = Lub. (@0) < v/(x)

=lub.(z;(») <i) =1
ieN -

Hence, for every valuation ¢ in the structure N, the formula « has the
value 1. [

We shall now state some simple properties of a semantic character,
which will be useful in the sequel.

LeMMA 2.1. For every term t, open formula vy, assignment instruction
s and program M, for every data structure W and valuation v, we have
the following:

)] 79 (su(v)) = 57u(v),
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¥)) (sy)u(v) = 5y(2),
3) If V(IM)nV(x) = @ and My is defined at v, then
an(v) = (Mo)u(@).

(4) For every formula « in which the signs of quantifiers and’ while
do not appear, there exists an open formula o such that

oy (7)) = “‘2/1(7}):

for every data structure W and every valuation v in U.

Proor. Let A be any data structure and o any valuation.

(1) The proof is by induction on the length of the expression.

Assume that sis of the form (1 : = w) and sq(v) = v.

Let x be an individual variable. By Definition 2.2 of valuation and
by the definition of the mapping sx we then have

xu(v) fu#x  __
Xﬂ(sm(v)) - {Wu(v) i u=x $¥a ().
Let ¢ be an n-argument functor, and let us assume property (1) for

the terms 7y, ..., Ty i.€.

T (su(®)) = ET)u(@) for i=1,2,...,n
Thus

‘p(rl 3 cees n)Ql (SQ,[(W)) 124 (Tlm(v) s Tyl 0 ))
= pu(§T19(0), ..., STag(0)) = Sm%(v)-

Hence for every term 7 and every assignment instruction s (1) holds.

The proofs of (2) and (3) although a little longer, but are based
on the same idea and are therefore omitted. '

(4) It is sufficient to prove property (4) for formulas of the form Mg,
where [ is an open formula and M is a while-free program.

The proof is by induction on the length of M.

(a) Suppose M is an assignment instruction s. According to property
(2) for every data structure U and valvation v, (sf)u(v) = sPu(v).
By Lemma 1.4, s is an open formula. Thus sg is the formula we need.
The inductive assumption is: suppose that for the programs M;, M,
and every formula f there exist open formulas f;, f, such that
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(M, P)u(®) = Biu(®) and (M2f)u(®) = Bay(v),
for every data structure U and every valuation .

" (b) Let M be the program if y then M, else M, fi. By the definition
of the mapping My we have

(MBu(v) = (y AMy Byu(w) v (~y A M Bu(@).
Hence by the inductive assumption

MPBu(v) = (YA Bu@)V (~ ¥ A B2)u(v),
for every data structure 9 and valuation ©. Thus the open formula
we need is in this case of the form ((y A B,) v (~yAB2)).
(c) Let M be of the form begin M, ; M, end.
Let g, be an open formula such that

(M, B)a() = fag(v) for all A and o,
and let B; be an open formula such that
(M, B2)u(®) = Bi19(@) for all A and v,
Hence!
(begin M, ; M, end fu(v) = (MI(MZ ﬁ))ﬁl(v) =
_ = (M fr)u(v) = 1%[(7’)
- Thus §; is the formula we need.
“This concludes the proof of (4). : g

DErRINITION 2.5. We shall say that the valuation v in a data structure N
satisfies the formula o, W, v =« iff ow(v) = 1.

The formula « can be satisfied iff there exists a data structure N and
a valuation v such that W, v = a. '

. The formula « is valid in the structure U, for short W |=«, iff every

valuation in W satisfies the formula «. *

The formula o is a tautology, = «, iff « is valid in every data struc-
ture W for algorithmic language L. O

ReMARK. If « can not be satisfied, then ~« is a tautology. g

ExAMPLE 2.4. Let § be a simple formula of the form
while ~(x = 0) do x:= x—2 od true.

If A is a data structure with the set of real numbers as universe and
the obvious interpretation of —, 2, =, 0, then every valuation v such
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that ©(x) is an even non-negative number satisfies the formula é and
any other valuation does not satisfy 0.
Hence & is satisfiable, but is not valid in 2 and is not a tautology.
Consider another simple example, in this case letting 6 be the formula

® M(avp) = (Mav Mp)
where M is a program and «, f§ are formulas.

Let U be a data structure and v be a valuation. Then by the definition
of semantics %, v= M(avp) iff Mu(v) is defined and A, v'=(avh)
for v’ = Mu(v). Hence A, v = M(avp) iff A, v=Moaor A, v = MBiff
A, v = (Mav Mp). Since U, v are arbitrarily chosen, then 4 is valid in
every data structure, i.e., 0 is a tautology. ]

3. EXPRESSIVENESS

We should like to show how useful algorithmic language is and how
strong it is in expressing the properties of programs, computations
and data structures. Intuitively, we shall say that a property of semantic
character is expressible in algorithmic language if there exists an algo-
rithic formula « such that for every data structure and every valuation,
the formula « is true if and only if the property holds.

Termination property

The most important property, and one of the easiest to describe, is the
termination property expressed as “the program has a finite compu-
tation”, (see also Chapter I, § 4). According to the definition of se-
mantics (cf. § 2), A, v = M true means that the program M has a finite
computation which starts from the initial valuation v in the data struc-
ture 2. ' '

Thus the termination property can be expressed by the formula
M true.

This formula gives us no information about how the terminating
property of a program depends on its structure, but it can be useful
to verifying the termination property. The appropriate facts are sum-
mated up in the following lemma. We shall use fin(M) as a denotation
of the formula M true, hoping that the wording of the lemma will
thereby be more suggestive. ’
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LemMA 3.1. For every data structure U, every open formula Yy, every
assignment instruction s, and arbitrary programs M, M, the following
- properties hold:

¢)) N = fin(s) = true,

) A = fin(begin My, M’ end) = fin(M)AM fin(M"),

A3) W=fin(if y then M else M’ fi)

= (yAfin(M)) v (~yAfin(M")),

4 W= fin(while y do M od) = (UM ~y.

Proor. The first three properties are very simple and easy to verify,
so we shall not prove them here. We would like to call the reader’s
attention to property (4). Its character is a little different from that

of the others.
By the definition of semantics (cf. § 2) for an arbitrary valuation o,

we have

A, v = fin(while y do M od)
iff there exists such a natural number i, that M* is defined at » and
ya(M§(v)) = 1 for j < i, yu(Mu(v)) = 0 (i.e., after the i-th iteration
of the program M the formula y does not hold at the resulting valuation)
iff there exists 7, such that A, v =M~y if A, o= UM ~y. O
" Observe that property (4) of Lemma 3.1 can be reformulated as
follows: For every valuation v

AW, v |=fin(while y do M od) iff

there exists a natural number 7 such that

Av=fin(M) and A, v'E~y, o = My@).

Sometimes it is convenient to have information as to whether the
program diverges. Let loop (M) denote the formula ~ M true. Obviously,
for every data structure 2 and valuation v

AU, v =loop(M) iff
M has an infinite computation in the structure ¥ and the

valuation o.
Under the assumptions of the previous lemma we have the following:

LemMmA 3.2.
A =loop(s) = false,
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9 |=loop(f y then M else M’ fi) = (loop(M)Ap)V .
v (~y Aloop(M)),

9 = loop(begin M; M’ end) = loop(M) Vv M loop(M’),
A = loop(while y do M od) = N Myv Uif y then M fi
(y Aloop(M)).

PrOOF. We omit the exact proof of the lemma. Let us note only
that the program while y do M od has an infinite computation either if
the formula y is true after each iteration of M, or if after some iteration
of the program M the resulting valuation satisfies the formula y and

starting from that valuation, M has an infinite computation. O

Observe now that the expression U, v = M true means that v is proper
data for the program M in the structure A, i.e., there exists a valuation o'
such that My(v) = v’. Hence, the formula M true describes the domain
of the program M, i.e., the domain of the mapping May.

The strongest postcondition

The question naturally arises as to whether it is possible to describe
the counter domain of M. The answer is positive, but an additional
assumption on the algorithmic language is required.

Let us assume that the algorithmic language contains the predi-
cate = interpreted in the data structure 9 as identity. Throughout this
section it will be convenient to accept the following abbreviations:

Let o, for i=1,...,n, be aformula; /\ «;is then a shortened

I<isn

form of the formula
(@1 A 0z A o Aty),
and \/ «; is a shortened form of the formula

1gisn

(e VoV ... Vo).

Let &t = (uy, ..., u,) and & = (ty, ..., ,) be two vectors of different
variables such that for every i < m < n,u; and t; are individual variables,
and for every i,m < i < m, u; and ¢; are propositional variables, and

{thy s vens Un 300 {l15 oo t,}=0; u= 7 is then a shortened form of the
formula ‘

N\ @=t)n /\ =1

igism m<ign
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Moreover (Jit)e is a shortened form of the formula

(aul)(aum) \/ begin Unp1 ' 7 Cg g5 enn s Uyt = €y
- g€ {true, false}
m<j<n

end o.
Let M be a program and let? = (t,, ..., t,) be the vector of all variables
that occur in M. We shall consider the formula (In) M (?/ﬁ) (? = ).

WooE @M/ (E =1 Iiff

there exists a corresponding vector & of values of # such
that for o' = M(t/i)a(e®), Wo' =@ =14) iff

there exists @ such that

o' = M(if)u@) and o'(w) = o) foralli<n iff
there exists an initial valuation #’ such that the valuation
v is the result of a finite computation of M starting from
the valuation o',

Let 7 be the vector of all variables that occur in M and «. Denote
by M the formula (3i) (oc(i\/'ﬁ)/\ M@ (= #)). By virtue of the above
we have for every valuation o,

W, ok=true M iff ;

o is a result of a computation of M in the data structure A.
Analogously,

A, vE=aM iff

there exists a valuation ¢’ such that U, 'z« and o is
a result of a computation of the program M in the structure
A from the valuation o',

The formula M describes in a data structure 9 the set of all valuations
which are the results of computations of the program M from the initial
valuations satisfying the formula «.

" DEFINITION 3.1. The Jormula 6 is called the strongest postcondition
of a formula « with respect to the program M iff the following conditions
hold in every data structure U:

) W= ((eA M true) = M0), ie. d is a postcondition.




42 I LOGIC OF DETERMINISTIC ITERATIVE PROGRAMS

(i) For every formula B, if W = ((anM true) = Mp) then
A =(5=p) (0 is the strongest postcondition, cf. Chap-
ter 1). ' X

REMARK. The formula M is the strongest postcondition of a formula
o with respect to the program M.

For a valuation v let %, v k= (@A M true). It then follows that %, v =«
and there exists 7 such that 7 = My(v). By the definition of construc-
tion «M we have that there exists a valuation 7 such that v = My(v)
and U, v = aM. Hence A, v = M(aM).

Suppose that f is an arbitrary formula and

A= ((eA M true) = MP).
For a given valuation v, let
WA,vEaM and non A,v k= B

Thus there exists a valuation o’ such that

W, o' = and v = My(®) and noﬁ A, v=p.
Consequently, there exists a valuation ¥’ such that

non A, v’ =MB and N,v =(xAM true)
which contradicts the assumption. v O

ExAMPLE 3.2. Let M be a program in the algorithmic language L such

that
M begin
while (z—y) > 0
do '
z:=z—-y;
o yi=y+2
od;
if z=y then y := 0 else y := z fi
end.

Let the data structure R for the language L be the set of real numbers
with the obvious interpretation of the signs =, >, +, —, 2, 0.

The formula y= x—[)/x]* is the strongest postcondition of the
formula (y =1 A z=x A x > 0) with respect to the program M. In
fact, for every valuation v,

‘
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R,oE( =1rz=xAx>0M iff
there exists a valuation o' such that
R, o' =y = 1Az = xAx > 0) and v = Myx(@®').
However, v = Mgx(v") if and only if there exists " such that
2"’ = (begin z:=z—y; y:= y+2 end)x(v"),
where
n=max (2'(x)—(1+3+ ... +2i—1) > 0)
ieN )
and
9"(z) iff v"'(z) < v (y),
7}(y) = : " e
0 iff v”'(z) = v”(p).
Hence 2
o(xX)—(1+3+5... +2n—1) iff v(x) > #?,
v0)=\0 i o) = n2.
Thus
RooE@y=1Arz=xAx>0M if
R,oE=Q@ = x=[/xP). O

The following lemma shows some simple properties of the strongest
postcondition.

LemMa 3.3. Let W be a data structure such that the predicate = is
interpreted as identity.
(a) The following formulas are valid in U:

) (@AM = MV M),

) (A M = (M A BM), ‘

©) o begin M; M’ end = ((aM)M"),

(€] o if y then M else M’ fi = ((xAp)MV (an ~y)M’).
(®) If A= (e = P), then W= (a«M = fM).

ProoF. Let v be an arbitrary valuation in .

) W, 0= (v PM iff
there exists o’ such that %, o' = (¢ v p) and Myu(v") = v iff
there exists v’ such that U, v’ =« and My(v") = v, or

N\
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there exists a valuation v such that U,o”"|=f and
My@@") =o iff

N, v=aM or
A, o=pM iff
A, v = (aM Vv BM).

The validity of formulas (2) and (4) can be proved analogously.

3 A, o= o begin M; M’ end iff
there exists a valvation o' such that 2,9« and
v = (begin M; M’ end)n(v) iff
there exists a valuation ¥’ and a valuation ©" such that
A, v’ o and My(v) = 0", My(@") =v iff
there exists a valuation " such that U, v”" =aM and
My(»")y=ov iff
A, v = (eM)M'.

(b) Suppose for every valuation v,
A, v = (x=P).
If o, =M, then there exists a valuation o' such that U, v |-«
and v = My(@'). According to the assumption, if A,ov'[=eo, then
91, ' |= B. Hence there exists a valuation o', such that A, v'=p and
v = My(v'). Thus U, vj=pBM. This proves that for every vin A,

W0 = (@M= BM), ie. Uk (@M= M) O

The weakest precondition

DEFINITION 3.2. The weakest precondition (cf. Chapter 1) of a for-
mula « with respect to the program M is a formula o such that for every
data structure A

@) W= (6= Mx) (ie. O is precondition),
(i) for every formula f,
if A== M), then UE (B=9)

(i.e. 8 is the weakest precondition). O

Obviously, the formula Mo satisfies both conditions (i) and (ii) and
therefore M« is the weakest precondition.
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The notion of weakest precondition is dual to the notion of the strong-
est postcondition, since the formula M« describes the maximal set
of (data) valuations for which the program M has a finite computation
with result satisfying the formula .

Below, we shall mention some of the properties of the weakest pre-
condition.

LemMma 3.4. ,

() In every data structure W the following formulas are valid

¢} " begin M; M’ end x = M(M'),

) if y then M else M’ fi o = (A M)V (~yAM'w)),

3 M(xvp) = (Mav Mp),

@ M(aAp) = (Mo MB).

(b) If the formula (= p) is valid in a data structure W, then the
Sormula (Mo => MP) is valid in .

PROOF.

(@) _

(1) Let v be a valuation in a data structure .
W, v [=begin M; M’ end o iff
there exists a valuation o’ such that (begin M; M’ end)y (v)
=9 and A, v = iff '
there exist valuations o', v’ such that My(v") = v’, My(v)
=9, U, za iff
there exists valuation o'" such that 9" = Myg(?) and
W, v"=EMa iff v
A, v = M(M' ).

"~ The analogous proofs of (2), (3) and (4) are omitted (see also

Example 2.4).

(b) Let us assume that

AE (= p).

If A, v |= M« for some valuation v, then by the definition of semantics,
there exists a valuation ¢’ such that

My(@) = v and W, Ea

Hence there exists a valuation o’ such that My(@@) =7 and U, o' |= 5,

ie. W, v = MB.
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As a consequence
A = (Mo = Mp). ‘ £l

Correctness

DEFINITION 3.3. Program M is correct with respect to an input for-
mula o and an output formula B in a data structure U iff the formula
(a = MP) is valid in U. O

DEFINITION 3.4. Program M is partially correct with respect to an
input formula o. and an output formuia B in a data structure A if
A = (A M true) = MP). |

ExAMPLE 3.3. The following program is partially correct with respect
to the input formula (z = xAy = 4) and the output formula z = (x+u)
and is not correct in the data structure R (cf. Example 3.2)

while y # 0 do z :=z+1; y := y—1 od.
For every valuation v in the data structure R, if v(z) = v(x) and the
program under consideration terminates, then v(y) is a natural number

and obviously the result of the computation satisfies the formula
z = (x+u). o

LemMA 3.5. Let us denote by L. an algorithmic language with the
binary relation =, and let U be a data structure for L_ such that = is
interpreted as an identity relation. A program M in the language L_ is
partially correct with respect to an input formula o and an output for-
mula B iff = (M = p). ’

PROOF. By Definition 3.4 it is sufficient to prove that the following
condition holds:

A= @M =p iff Uk (Mtuero)= MB).
Let A= (axM = p) and let v be an arbitrary valuation. If U, v =
(M true A ), then A, v = and there exists a valuation @’ such that
Mylo) =v'.
Hence, there exists a valuation v’ such that A, v'=aM and o' = My(9).

Since A = (oM = ), then A, v = MB.
Conversely, assume that

A = (M true Ac) = MB).
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If for a valuation v, 2[, v = aM then there exists a valuation o’ such
that U, o'}z« and My (v’) = v. Hence there exists a valuation 7',
such that -

U, " =(M truenx) and v = My(2).
By assumption, there exists a valuation ¢’ such that
A, o' =MB and My(@') = v,
ie. A,v=p. As a result, W= («M = p). |

Verification condition

DEFINITION 3.5. By an annotated version of a program we shall un-
derstand an expression defined by induction with respect to the length
of program as follows:

() For all formulas «, B, the expression {a}s{B} is an annotated
version of an assignment instruction s.

Let Ml and M, be annotated versions of the programs M, and M,,
respecitvely.

For all formulas o, B and every open Jormula ¥

(ii) The expression {a} if y then M 1 €else M2 fi {#} is an annotated
version of the program if y then 'M, else M, fi.

(ii) The expression {o} while  do M 1« od {8} is an annotated version
of the program while y do M, od.

(iv) The expression {«} begin My; 13 M 2 end {8} is an annotated ver-
sion of the program begin M, ; M, end. O

We shall write M to denote an annotated version of the program
M. For short, we shall say that M is an annotated program.

Informally, by an annotated program we shall mean a modification
of a program such that every instruction is provided with two comment-
conditions. The intuition is that they describe the properties of states
before and after execution of an instruction. We shall call them the
precondition and postcondition.

ExampLE 3.4. The following expression M is an annotated version
of the program M described in Example 3.2:
(oty) {y=1Az=xAx>0Ai=0}
begin




48 II LOGIC OF DETERMINISTIC ITERATIVE PROGRAMS

(e2) {y =2i+1az=x—i"Ax>0Ai> 0}
while z—y > 0 do

(et3) {z>yAz=x—iAy =2+1rx>0Ai> 0}
ir=i+1;

(24) {z>y/\z=x-—(i—1)2/\y=2i—1Ax>0Ai> 03}
z:i=2z-Y;

D) {z>0Az=x—(i——1)2—(2i—1)/\y=21‘——1Ax>0/\
Aiz 0} ‘
yi=y+2;

(o) {x >0Aiz0Az>0Ay= 2i+1/\zv= x——Z(Zj‘—l)}
j=1

od;
(&7) {zs;v/\y=2i+1/\z=x—i2/\x>0Ai>0}
(cg) ,{x—i2<2i+1/\z=x—-i2/\y=2i+1}
if z = y then
(oe5) {x—i%=2i+t1Az = x—i%}
y:=0
(t10) {y=0ax=(+ 1%}
else :
() {P<x<(@+D)?Az= x—i%}
yi=2z
(1) {p=x—2AP<x< i+1)%}
, fi
(13) {y= 'x—[;/x 1}
N end ‘

() {p=x—IVxT}

In this example, formulas (a,)-(cts) can be repeated in order to
obtain a version of the annotated program formally corresponding
to Definition 3.5. Observe that whenever a computation passes from
one instruction to the other instruction then the following property
holds: if a formula « written before the instruction M is satisfied by
a state preceding the execution of the statement M, then the formula
appearing after the instruction M is satisfied by the state resulting from
the previous one after execution of the instruction M, cf. the formulas

(a3 = (i1 = i+Ds),
((ocz/\z——y<0)=>on7). O
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DEFINITION 3.6. By the verification condition of an annotated pro-

gram M we shall understand the formula VC(M) deﬁned by induction
as follows

O If M is of the form {a}s{B} where s is an assignment instruction
and o, B are arbitrary formulas, then VC(AAJ) = (e=>sP). Fori=1,2,
let M, ; be an annotated program with the precondition o; and the postcon-
dition f;.

@) If M is of the form {a}if y then AAll else AAIZ fi {3} then

" VC(M) = VC(M)AVCH)A ((aAy) = o)A
A ((“ A ~Y) = “2)/\ ((131 VB, = ﬁ)
(iii) If M is of the form {a} begin M, ; M, end {B} then
VC(M) = VC(M)AVC(M)A (o = a) A (By = az)A
A (B2 = ).
(iv) If M is of the form {x} while y do M 1 od {8}, then

VC(]W) VC(Ml)A (((evpiAry)y=a)A
A(@vBda~y)=p). O

DeriniTION 3.7. The verification condition VC(M) of an annotated

program M is proper in a data structure W if and only if VC(M) is
valid in . [l

ExampLE 3.5. A, Let us consider the following annotated program:
{n <0}
n:=n-n
 {n >0}
Its verification condition is the formula
(n<0=@m:=n-mn>0)
This verification condition is proper in the structure of integers with
the usual interpretation of the predicates <, > and functors-, 0.
Note that it is not proper in the structure of 1ntegers if the functor - is
interpreted as addition.

B. The verification condition of the annotated program M of
Example 3.4 is as follows:




50 II LOGIC OF DETERMINISTIC ITERATIVE PROGRAMS

VC(M) = (o = 02)A (007 = ag) A (o3 = aga) A ’
Ales = (= y+2og)A oz = (i:= z’—l'—’yl)ch,)/\
Aoy = (z:=z— s )IA (22 Vag)Az—y> 0)
= a3 )A (22 Vag)Az—y < 0) = az)A
A (“9 =@:= 0)0510)/\ (“11 (»: —Z)“m)/\
A ((tanz =)= ag)An ((sAz # ) = a1)A
A ((0‘10V“i2) = %3). ‘ O

LEMMA 3.6. Let M be an annotated version of a program M with the
precondition « and the postcondition B, and let U be an arbitrary data
structure.

If the verification condition VC(A}) is proper in the structure U, then
the program M is partially correct with respect to the input Jormula o
and the output formula B, i.e.

§)) A = VC(M) implies W= ((wA M true) = MB). -

Proor. We shall proceed by induction with respect to the length of
the program M.

Implication (1) is obvious when M is an assignment instruction
(cf. Definition 3.6).

Let us assume that (1) has been proved for the annotated program M
with the precondition o; and the postcondition f;, where i =1, 2.

Let us consider the annotated program M of the form {e} if  then
M, else M, fi {B).

Suppose that for a data structure 2,

@  ARVC@rn
and non ¥ = (A M true = MP). Hence there exists a valuation »
in %A such that Y, v =(eA M true) and A, v |= ~M§p. This means

that there exists a finite computation of the program M from the
valuation v with the result ¢’ such that

3) N, ok
and
4 non A, v 6.
By the inductive assumption and (2)
©) A= (e A M, true) = M, 8,),
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A= ((“z/\ M, true) = Mzﬁz)s
(6) AE ((@ny) = a)A (A ~p) = a)A ((B1VB) = p)-
By (3) and (6), U, v }=(ay V,), and since A, v |= M true, then
W,vl=M, true and W,okEy and o = M)
or
U,v=M,true and W,v~y and v = M)
Thus by (S) '

Wo'=f or A, v'[=p,.

As a consequence of (6), U, v’ =f which contradicts assumption (4).
Hence

A (@A M true) = p).

The remaining cases can be discussed analogously. O

4. PROPERTIES OF THE SEMANTIC CONSEQUENCE
OPERATION

DEerFINITION 4.1. We shall say that a data structure N is a model for
the set of formulas Z, for short W= Z, iff for every formula « € Z, o is
valid in the structure A, W = a.

ExampLE 4.1. Let Z be_ a set which consists of all formulas of the form
Q) M~o= ~Mx),

where M is a program and « is a formula.
Let 9 be an arbitrary data structure and v a valuation in .
Suppose A, v}=M~a and non A,v=~Ma Hence U,v|
EM~o and A, v = Mea. Then there exists a finite computation
of the program M such that its result satisfies the formula o and the
formula ~e«, which is a contradiction. Hence for every valuation 4

W, v=M~a implies UA,vk=~Ma.
Thus, every data structure U is a model for the set of formulas Z.
For our next example let us take as Z the set
) {while y do M od true, MMy},

where y is an open formula, and M is a program. We shall prove that
there is no mode! for the set Z. ‘
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Let A be a data structure and let » be a fixed valuation. If
A, v =My, then according to the definition of semantics (cf. § 2), every
_ time we execute the program M, the obtained valuation Mu(3), ieN,
satisfies the formula y. Hence the program while  do M od has an infinite
computation in the data structure U starting from the valuation v.
Thus. (while y do M od)x(®) is not defined. In consequence, v does
not satisfy the formula
while y do M od true
and therefore Z has no model.
For our third example let AR be the set which consists of the three
formulas
~succ(x) = 0,
€)] (suce(x) = succ(y) = x =),
(x := 0)(while x # y do x := succ(x) od x = y)
where succ is a one-argument functor, 0 is a constant, = is a binary
predicate and x, y are individual varjables.

Let 9 be a data structure such that its universe is the set of natural

numbers N and
succy(n) = n+1 for neN,
=g is the identity relation in N,
O = 0.

Obviously 9 is a model of the set AR. The first formula states that 0 is
not the successor of any natural number; the second formula ensures
that successors of different natural numbers are different natural num- -
bers, and the third formula states that every natural number is obtained
from 0 by applying the successor operation a finite number of times. [ ‘

DEFINITION 4.2. We shall say that a formula « is a semantic con-
sequence of the set of formulas Z, for short Z = «, iff’ o is valid in every
model of Z. In other words, for every data structure W, W {=Z implies
Ao O

ExampLE 4.2. Let us consider the set of formulas Z,

Z = {(M' (M) = p)len-
We shall show that the formula 4,

d = (M'UMe« = p)
is a semantic consequence of Z.
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Let A be a model of Z and suppose that for some valuation » we have

non W, v = (M |UMx = B).

Hence ,

“ W,o=M UMx
and

&) W,v = ~p.

By the definition of semantics (cf. § 2) and by (4)
"lub(M'ay(@) =1 for v’ = My(),
ieN

i.e., there exists a natural number 7, such that
A, v =Moo,
Thus by (5),
A, v ~ (M (Moo) = p).
This contradicts the assumption that 91 is a model of the set Z. O

DEFINITION 4.3. By the semantic consequence operation we shall un-
derstand an operation Cn which assigns to every set of formulas Z the
set Cn(Z) of all formulas o such that Z = a. O

The following lemma shows some of the properties of the semantic
consequence operation.

LemMMA 4.1. For arbitrary sets vof Jormulas Z and Z' the following
properties hold:
) Z c Cn(2),
(ii) if Z<cZ, then Cn(Z)< Cn(Z),
(iii) Cn(Cn(2)) = Cn(2).
PROOF.
() This property is an immediate consequence of Definition 4.3,
(ii) Suppose « € Cn(Z) and Z = Z’. Then every model of Z is a model
of {«} and every model of Z’ is a model of Z. Hence Z’ =« and there-
fore o € Cn(2Z'),
(iii) By the first two properties
Cn(Z) = Cn(Cn(2)).
To prove the converse, let « € Cn (Cn(Z)).
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Let % be a model for the set Z. The structure U is then a model
of the set Cn(Z). Since « € Cn(Cn(Z)), the formula « is valid in 2.
Hence Z [ «, ie. « € Cn(Z). [

Lemma 4.1 juxtaposes the properties of the semantic consequence
operation which are analogous to those of the classical consequence
operation. We now indicate some of the differences.

One of the basic results of classical logic is the. Compactness Theorem,
which states that if Z is a set of formulas such that each of its finite
subsets has a model, then the set Z also has a model.

_ The following considerations show that this result fails for the se-
mantic consequence operation defined here.

ExampLE 4.3. Let Z be the set of formulas
Z = {(x := 0)((x := succ(x))' 0 < x}ien

and let o be the formula (x:= 0) M) (x 1= succ(x)) 0 < x, where O
is a constant, succ is one-argument functor and 0 < is a one-argument
predicate. ‘
We shall prove that Z |= o, but that there is no finite subset Z, = Z
such that Z, = a.
Let 9 be a model for the set Z, it then follows that for every valu- -
ation v and every natural number i,
A, o' |= (x:=succ(x))’ 0 < x, where o = 3.
Thus .
g:l.IS).(‘((x = succ(x))! 0 < x)u(@) = 1.

By the definition of semantics we have
A, v

Hence the formula « is valid in ¥ and therefore Z = «.
Let Z; be a finite subset of the set Z,

Zy = {(x 1= 0)((x := succ(x))* 0 < x}ier,
where I is a finite subset of the set of natural numbers N.
We shall define a data structure QI_ such that
1° the universe of 9 is the set of natural numbers,

2° Oy = 0, succy is the successor operation in N and (0 < Ju(r) =1
iff nel
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For all natural numbers i, let v; be a valuation such that
vi(x) =17 and oz)=v(z) for all z # x.
Thus for every i €N, |
(G 2= 0) (( := succ(x)))' 0 < x)u(@)
= ((( := succ())'0 < x)u(@) = (0 < Nu(@y).
It follows from condition 2° that for every natural number i,
(x:=0((x:=succ(x)) 0< x)u(®) =1 iff iel
Thus ¥ is a model of Z; and the formula o is not valid in 9.

Since every finite subset of Z can be characterized by a corresponding
subset 7 of the set of natural numbers, there is no finite subset Z, such
that

ZokEo » ‘ ' [}

THEOREM 4.1. It is not the case that -whenever each finite subset of
a given set of formulas has a model then the set has a model, i.e. the
Semantic- consequence operation has no compactness property.

Proor. To prove the theorem it is sufficient to consider the
set Zu {~a} from the above example. O

Another diﬁ'grence between semantic consequence operation defined
here and the classical one is the upward Lowenheim-Skolem Theorem
(cf. Rasiowa and Sikorski, 1968). This states that if a set of statements
has an infinite model, then it has models of any infinite cardinality.
~The following theorem shows that the last sentence fails in the algorithmic
case.

Let AR be the set of formulas denoted by (3).

THEOREM 4.2 (on categoricity). The set AR has one enumerable model
up to isomorphism. '

Proor. Example 4.1 shows that AR has an enumerable model :
in the set of natural numbers.

Let 9 be any model of the set AR. We shall prove that 9 is isomor-
phic to N, i.e., there exists a one-to-one mapping 4 from the set of
natural numbers N onto the universe 4 of the structure 9 such that

]’Z(O) = 0913 )
h(n+1) = sucey (h(n)), for all neN.




56 II LOGIC OF. DETERMINISTIC ITERATIVE PROGRAMS

Observe that by the third formula of (3) for every element a e
there exists a natural number i such that
succy(Oy) = a.

Moreover, if succh(Oy) = succh(Ox), then i = j, by the second formula
of (3). Hence for every a € 4 there exists exactly one natural number
i such that

succh(Og) =

Conversely, for every natural number », there exists an element ae N
such that

sucty(0y) = a,
since succy is an operation in 4.
Let us take as A the mapping
h(n) = succy(Oy) for all ne N
It follows from the above that % is a one-to-one mapping from the set N

onto the set A.
By the definition we have for every n e N,

h(n+1) = succy™(0y) = succy( succi(Ox))
succy (k(n)). '
Hence 4 is an isomorphism between M and 2. N

COROLLARY. The set AR has an infinite model and does not have a model
of cardinality greater than N,. - O

5. AXIOMATIZATION

In this section we shall discuss the problem of the syntactic character-
ization of the semantic consequence operation. For this purpose we
shall introduce axioms and rules of znference which allow us to deduce
syntactically valid formulas from the valid assumptions. Our aim is to
construct a system in which the syntactical process of deduction will
be equivalent to the semantic process of validation of formulas.
Let us assume that «, 8, & are arbitrary formulas, y is an open for-
mula, s is an assignment instruction and M, M’ are arbitrary programs.
We admit the following schemata of axioms;
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Al (=B = (B= )= @= 8)),
- Ax2. (a=> (@vp)),

Ax3.  (B= (xvP);

Axd. ((@= )= (B= 0= ((@vh) = 9))),

Ax5. (@A p)=a),

Ax6.  ((@rp) = p),

AxT. ((0=0)=((6=pH= (6= (xrp)))),

Ax8. (= (B= &)= ((arnp) = 9),
- Ax9. - ((er ~x) = R

Ax10.: ((@= (@ A ~0))= ~a),

Axll. (av~a), :

Ax12. sy = 5y,

Ax13. s~a = ~sa, D
- Axl4. M(anp) = (Mar MP),

Ax15. M(xvf) = (MavMp),

Ax16. (Mo = (av UM(M),

Ax17. MMa = (ar N M(Ma)),

Ax18. s((@Wa(x)) = @) (s ((x := y)a(x))), where y is an in-

' dividual variable not occurring in s,

Ax19.  (((x := Da(x)) = (@x)x(x)), where v is a term,

Ax20.. (Vx)a(x) = ~(3x) ~a(x), :

Ax2l. begin M; M’ end . = M(M'x),

Ax22. if y then M else M'fi o = (A M)V (~yA M),

Ax23. while y do M od @ = ((~yAd)V (yA M(while y do M
od ))).

We shall denote the set of all axioms by Ax.
The inference rules are as follows:

o @= ) b @=p

o " Ma= Mp)’
- (Mé(l; (:Hz)?(z)(sz ;> £) where y is an individual variable,
. ) occurring neither in « nor in B,

w (LMD =B (B MR
T WM UMa= ) TG = M (M)

w6 LOMGE y then M fi)(an ~) = B)hew
’ (M’ (while y do M od «) = £) )

b
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In a rule of inference of the form Z/f, where Z is a set of formulas
and B is a formula, Z is called the set of premises and f the conclusion.

Note that some of the rules of inference have infinitely many pre-
mises; we shall call them co-rules.

The set of axioms and rules of inference determines the notion of for-
mal proof. In the presence of w-rules this differs from the classical
definition of proof. Intuitively, by a formal proof we understand a tree
with all paths of finite length such that the leaves of the tree are labelled
by axioms, and other vertices of the tree labelled in accordance with
the inference rules. : '

DEFNTION 5.1. By a tree we shall mean a set D of finite sequences
of natural numbers called vertices, such that the empty sequence & is an
element of D and if a sequence ¢ = (i1 +er» i) €D, then for every k<n,
the sequence c* = (i1, ..., ) is an element of D. ‘ :

The empty sequence D is called the root of the tree D.

If ¢= (iys-.rin€D and ¢ = (g, ..., in,j) €D for some jEN,
then the number n is called the level of a vertex c and the vertex ¢’ is called
a son of the vertex ¢ (c' is the j-th son of ¢, to be exact). ’

By a path in the tree D we shall understand a finite or infinite sequence
of vertices Cy, Cay oo Chs +on such that for every k, cgyq is a son of ¢.
The last element of a finite path is called a leaf of the tree. O

DEFINITION 5.2. By a proof of a formula from the set of formulas Z we
shall understand the ordered pair {D, d> where D is a tree with all paths
finite and where d is a mapping which assigns a formula d(c) to every
vertex ¢ of D such that

1° for every leaf ¢ of the tree D, dicyeZor d(o) e Ax;

2° for every vertex ¢ = (i1, ---» In)s which is not a leaf, d(c) is a con-
clusion in a rule of inference from all formulas d(i;, .-, i,,J) such that
(iys -r» InsJ) 15 @ vertex in D;

3° d(D) = a. O

DEFINITION 5.3. We shall say that a formula o is a syntactic conse-
quence of a set of formulas Z, Z — « for short, iff there exists a proof
of the formula o from the set Z. |

EXAMPLE 5.1 Let Z= {a, M true}, where o is an arbitrary fixed
formula and M is a program. Figure 5.1 is a proof of the formula Mo
from the set Z.
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((xn true) /: oc)'{Ax"_.i} (((oc/\ true) = o) = (o = (true = é))) {Ax8}

rl
o {Z} (o = ( true = a))

{ M true = Mo) | M true {Z}

Fig. 5.1

Observe that in fact the relation — determines an operation in the
set of -all formulas, which to any set of formulas assigns the set of all
its syntactic consequences. O

DEFINITION 5.4. By the syntactic consequence operation we shall un-
derstand a mapping C which to every set of formulas Z assigns the least
set of formulas C(Z) such that:

Y] AxVZ < C(2Z).

(iD) C(Z) is closed with respect to the rules of inference r1-r6. [

- RemArk. For every fromula « and every set of formulas Z, ZI-«
iff e C(2). o v 0
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As a simple corollary we can prove that the syntactic consequence
operation has properties similar to the semantic consequence operation.
We shall mention these below.

LEMMA 5.1. For arbitrary sets of formulas Z and Z, :
® Z < C(2),

(ii) if Zc<cZ, then C(Z)c< C(Zy),

(iii) C(C(Z)) = C(2).

The easy proof is left to the reader. O

Let- L be an algorithmic language and C the consequence operation
defined above.

The pair (L, C) will be called the deductive system of algorithmic
logic or algorithmic logic for short.

_If a formula o has a proof from the empty set of formulas, i.e. - «
then we shall say that « is a theorem of algorithmic logic.

Let 4 be a set of formulas. By a formalized algorithmic theory we shall
understand the system (L, C, A). The set 4 will be called the set of non-
logical axioms or specific axioms of the theory.

If a formula o has a proof from the set 4, then o is a theorem of the
algorithmic theory (L, C, 43.

EXAMPLE 5.2. As an example of a theorem of the algorithmic logic
we shall consider the formula
0 begin if y then M’ else M" fi; M end «
= if y then M'; M else M"; M fi a,
where y € Fo, M', M" €ll, ax € F. .
Before we present, in Figure 5.3, the formal proof of formula (1)
‘let us mention two auxiliary facts:
Fact 1. For all formulas B, B, 6, if —(f=B;) then — ((3AB)
= (6AB1)).
© Fact 2. For all formulas 8, §,,d, if (8= B;) then XA
= (avﬁl))z
The formal proofs of both facts makes use of classical axioms only,
thus we shall present the proof of one of them as an example (Figure 5.2).
Let us introduce the notations used in Figure 5.3
M'(Mo) = §, M'(Mx) = ",
begin M’; M end o = B;, begin M"”; M end o = g1
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TS '8

((gdve) =(gve))

((Cdve) =@ ve)) = (o =g ve)) {sxv} (e =(gve)).

{LxV} ((CFVe) = (g ve)) = (0 = (§ Vo))« (g = @.éé (9= @ve)

(("g=(gve)) < (g = g)) (g9

(09} (= @v0) < (F = ) = (7 = (v o) (9%V} (9 = @V o))
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g =By {Ax21}
by Fact 1

B=p {Ax21} .,
(~yAf) = (~yabs)

by Fact |
(Yaf) = (raf)
by Fact 2

(yABIV(~ynB)
= ((PABD)V(~yAaBD)

(PABYV(~yAp™))
= if y then M’ else M fi (Mx) {Ax22}

if y then M’ else M fi (M)
=if y then M'; M else M";: M fi «

if 7 then M’ else M" fi (M)
= begin if y then M’ else M” fi; M end o

rl

begin if ¢ then M’ else M fi; M end «
=if y then M'; M else M'"'; M fi «

Fig. 5.3
ExAMPLE 5.3. The following formula is a theorem of algorithmic logic:
) while y do M od @ = U if y then M fi (~yA®)

where  is an open formula, M is a program and « is a formula.
First we prove that for every natural number i and for every formula a,

3) - (Mo = U Mo)

vt
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The proof is by induction with respect to the number of iterations i.
For i = 0 we have
) (v UMM)) = Ma), . {Ax16}
2 F(x= (v UMM)), | {Ax2}
(f3) F((@= (ev UMM)))= ((«vV U MM)) = U Ma)

= (= Mw)), {Axl}

f4) F({((zv UM(sz))=>UMoc)=>(oc:UMoc)) {r1,f3,f2}
f5) (o= Me). {r1,f1, f4}

Assume that for a fixed natural number i and arbitrary formula «,
(f6) - (M'a = | Ma). )

Below we shall prove that (M**'« = JMo) is a theorem of algorithmic

logic. .

)] (M = M (Mo)), {Ax21}
(f8) (M e = | M(M)), {rl,f6,f7}
(f9) F(UMM) = (v UMMD)), . - {Ax2}
(€10) (Mt e = (avi JM(M))), {Ax1,f8,f9,r1}
(f11) (v M(Ma)) = \_ Ma), {Ax16}
(f12) M e = | Ma). {f10,f11, Ax1,rl}.
Hence by the principle of induction for every i,
(Mo = Ma).

In particular,
 ((if y then M fi)’ (~y/\ @)= lfy then M fi (~y A «)).
Hence by the w-rule r6
(f13) |~ (while y do M od a = | if y then M fi (~yA)).
We shall prove
C)) t(Gf y then M fi)'(~y A o) = while y do M od o)
analogously by induction with respect to the number of iterations 7.
For i = 0 we have
14  +((~yAx)= ((~yr0)v(yA M (while y do M od ))))
{Ax2}
F((~yA®) = while y do M od «) {Axl,rl, Ax23,f14}
Assume that for a fixed natural number i,
(f15) - (Gf y then M fi)'(~yA ) => while y do M od «).
We shall prove (4) for the natural number (i+1).
(f16) i~ (Gf y then M fi)' 1 (~y A @)
' =((yA M (while y do M od «))v
V(~yA(if y then M fi)(~yAa)))) {f15, Ax22}
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(f17)  + ((if y then M fi)"*'(~yAa)
= (yA M(while y do M od &))Vv(~yAa))), {f16}
 (Gf y then M fiy'**(~yAa)
= while ¥ do M od ). {Ax23,f17}
Thus by the principle of induction (4) is proved.
By the w-rule r4 we have
(f18) — (U if y then M fi (~yAo)=>while y do M od o).

By (f13) and (f18)
i (while y do M od a = {Jif y then M fi (~yAw). O

ExawmpLE 5.4. For every program M, the formula

3) ~ M false
is a theorem of algorithmic logic.
~ First of all, we shall prove by induction with respect to the length
of the program M, that

((3))] — (M false => false).
If M is an assignment instruction then (f1) follows immediately from
Ax12. As an inductive assumption let us suppose that

f2) — (M’ false = false),
and

(f3) — (M” false = false)

for all programs M’, M" shorter than M.
Let us consider the program M of the form begin M’; M’ end.

(f4) i (begin M'; M" end false = M’'(M" false)), {Ax21}

f5) - (M'(M” false) = M’ false), {3, 12}

(f6) - (M'(M" false) = false), {£2, 5, Axl,rl}
 (begin M'; M" end false = false). {f4, 16, Axl,rl}

Let M be of the form if y then M’ else M" fi.

¥  (if y then M’ else M"' fifalse = ((y A M’ false) v

V(~yAM" false))), {Ax22}
(8) — ((PA M’ false) = (y Afalse)), {f2, Ax1-Ax11}
f9) F((~y A M"” false) = (~y = false)),  {f3, Axl1-Ax11}
(f10) ((~y A false) =false), {Ax5}

 ((f y then M’ else M fi false) = false). {f7,f8,f9,f10}

Let M be of the form while y do M’ od. By the above proof we have
 (Gf p then M’ fi)’ false = false) for every ieN.

ot s T L
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Hence by the w-rule r6 and (f10)
. (while y do M’ od false = false).

Hence we shall prove the formula (f1) for every program M. Formula
(5) follows from (f1) by Ax10 and rl. |

6. MODELS AND CONSISTENCY

In this section we shall prove that the syntactic consequence operation
is equivalent to the semantic consequence operation defined in § 4
of Chapter II. More strictly, we shall prove that for every set of for-
mulas Z, C(Z) = Cn(2).

The procedure consists of two steps. Firstly, it will be proved that
all axioms are tautologies; and secondly, that every rule -of inference
leads from valid premises to a valid conclusion. Both facts assure us
that the set of all valid formulas in any data structure 1s closed with
respect to the syntactic consequence operation.

As a corollary, we observe that an algorithmic theory which possesses
a model is consistent.

LemMA 6.1. All axioms of the algbrithmic logic AL are tautologies.

Proor. We shall not verify the axioms of classical propositional
calculus Ax1-Ax1l or the axioms of classical predlcate calculus
Ax19 and Ax20.

The formulas Ax12, Axl4, Ax15, Ax21 and Ax22 are tautologies
by Lemma 2.1, Example 2.4 and Lemma 3.4.

Let U be an arbitrary data structure for the algorithmic language
L and let v be an arbitrary valuation in 9,

Ax13. Consider the formula

(s~oa = ~sa)
where s is a substitution. By the definition of semantics we have,
U, ok=s~a iff A, su@) =~ iff
non A, sy(@) = iff
_non W, oksa iff W,vk~so
Ax17. Consider the formula (NMa = (xn (Y M(M=))). By the
definition of semantics we have:
W, o= (Mo iff g.kb.(Mia)u(v) =1 iff
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for every i €N, (M"oz)m(v)‘= 1 iff
on(v) =1 and %;1;\})' (M'(Mo))u@) =1 iff
A,oko and UA,0ENM(Me) iff
WoE(an M M(Mx)).
Ax18. Sentences (1)-(7) below are equivalent.
¢)) A, v &= s@x)o(x).
@ A, su(v) = @x)a(x).
(3)  There exists @ € ¥ such that U, T} = ax), where & = su(?).
) There exists a € A such that A, 7%= (x:= p)a(x) where
2 = sy(v) and y does not occur in s or in «.
(5) . There exists @ € % such that
€, su(@l) = (x 1= y)a(x), where y ¢ V(sa).
(6) There exists a € 9,
A, o3 =s((x 1= p)a(x)), where y ¢ V(se).
M A, v = @y)s((x 1= M)
Hence,
; A vk (s@x)alx) = @) (G := )
if y does not occur in.s or in c.
Ax23. Sentences (8)-(12) below are equivalent.
8) A, v [=while y do M od «.
)] There exists i € N such that U, v = My for j < i, Mu(v)
is defined and U, v = M (~pAa).
(10) Eitheri=0and A, v = (~yAra)ori#0and A, v = M(M'y)
for j < i—1 and A, v = M(M*~}(~yA®)) for ieN.
(1) A, v (~yra)or U, v=yand A, ' (= while y do M od ,
where My(v) is defined and v" = Mu(2).
(12) U, o ((~yAr0)v (yAM (while y do M od ®))).
Hence ‘
A, v[=while y do M od «
= ((~yA®)V(yAM (while y do M od o))). O

LEMMA 6.2. For every inference rule of AL, if the premises of the rule
are valid in a data structure N, then the conclusion of the rule is also
valid in .
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Proor. We shall consider only three inference rules in order to show
the method of the proof. The rule r2 is proved in Lemma 3.4,
Let U be an arbitrary data structure.
(M((x:=y)a)=B) where y does not occur in M,
(M@Ax)a(x) = §) o or fB. :
Suppose that : ‘
13) A= (M(x :=y)a=p) and y¢V(MUV(R)UV(F)
and for a fixed valuation v in A
14 . A, vE=M(@x)«(x))
and
(15) non A, v =6. R
Hence by (14), My(9) is defined and for ¥ = Myu(v), A, o = @x) a(x).
By the definition of semantics, there exists an element a € U such that
N, o5 = o x).
Since y ¢ V(x), then W, 7= (x := »)ofx). Singe y ¢ V(B), then,
by (15), non A, v’}=pH. Since y ¢ V(M) then, ) = My(2}). Thus
A, o= M((x := y)a(x)) and non U, v} =p.
As a consequence non U, v} = M((x := y)a= ), which contra-
dicts (13).

5.

r3.

{(B = M (M'a))}ien
(ﬂ= (M’ (M)

Assume
16) (UE(f= M Mw) for every natural number i.
Let v be an arbitrary valuation such that
an Aok |
By (16) we have U, v = M'(M'a) for every i € N. Thus, My(v) is de-
fined and for v' = My(v) and all ie N
A, o = M.
By the definition of semantics, it follows that
A, o' =EN M, ie. W, oM ()Mo
Hence by (17), A, v = = M' (" Mx).
6. {(M’'Gf y then M fi)'(~yro)= ﬂ)}ieN.
(M’ (while y do M od o) = f8)

Assume \
(18) A = (M ((Gf y then M fi)'(~yna))=>p) for every i
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and suppose that for a valuation o,
A, v = ~(M'(while y do M od «) = f).

Hence

(19) A, v = M’ (while y do M od «)
and '

(20) W, 0= ~p.

By (19) and the definition of semantics
My () is defined and for v’ = My(v)
there exists a natural number i, such that

A, v =My forj<i, and A, v EMo(~yan). .
Thus
A, o' = (if y then M fi)o(~pA o).

Since ' = My(v), then by (20)

A, o= ~(M (G y then M fiye(~pae))=f)
—a contradiction of (18).
Hence

A = (M'(while y do M od o) => f).

The fact proved above allows us to say that the inference rules r1-r6
are sound. O

COROLLARY 6.1. For every inference rule of AL if the premises of the
rule are tautologies, then the conclusion of the rule is a tautology. [

THEOREM 6.1. For every formula o and every set of formulas Z, if
Z - a, then Z|=a.

In other words, the set of syntactic consequences of a set Z is con-
tained in the set of all semantic consequences of the set Z.

PROOF. Let Z be a set of formulas. Assume that Z|—«. Hence there
exists a formal proof (D, d), of the formula « from the set Z. We shall
proceed by induction on the level of the tree D to show that for every
ceD, ZE=d(o).

If A is a model of Z, then for every leaf ¢ in D, d(c) is valid in 2L

Consider an internal node ¢ of the tree D and assume that the induction
assumption holds for all sons of ¢, i.e. Z = d{c;) for every son ¢; of c.

£
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The formula d(c) is a conclusion of an inference rule for the premises
d(ci) By Lemma 6.2 we mfer that Z = d(c). Hence ZE= a |

DEFINITION 6.1. Let T be an algorithmic theory, T= (L C, AD.
By a model of T we shall understand any data structure U for the language
L such that W= A. Oa

As an immediate consequence of Theorem 6.1 we have the followmg
corollames

COROLLARY 6.2. For -every formula o
() if o is a theorem of the theory T, then « is valzd in every model of T,
(i) if the formula o is a theorem of AL, then « is a tautology. 0

‘DEFINITION 6.2. An algorithmic theory T = (L, C, A is consistent iff
there exists a formula which is not a theorem of T. 0

COROLLARY 6.3. ~
(i) The algorithmic logic AL is consistent. . ‘
(i) If a theory T has a model, then it is consistent.

‘Proor. It is sufficient to prove property (ii). .
Let % be a model of a theory T = (L, C, 4> and let every formula «
be a theorem of 7. By Corollary 6.1, for an arbitrary valuation v we have

N, oo and 9«[,7)‘:"’05,‘

which is a contradiction. . D O

7. USEFUL TAUTOLOGIES AND INFERENCE RULES

This section presents the tautologies and inference rules which we con-
sider useful in proving properties of programs.

The proofs in this section are not formal. We have omitted many
steps related to classical propositional calculus in order to underhne
axioms and inference rules specific to algorithmic logic.

In all the formulas below «, § are arbitrary formulas, M, M’ are
arbitrary programs, ¥, y’ are open formulas and Z is a set of formulas.

§)) I M~a= ~ Mo,
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PROOF. .
- ~ M false, {Example 5.4}
- ~M(~aAa),
» - (~M~aV ~ Ma), {Ax14}
—(M~a= ~ M), U
) - (M true = (~ Mo = M~a)).
ProoF. ’ v
 (~M truevM(zV ~)), {Ax11}
- (~M true vV (Mav M ~a)), {Ax15}
 ((M true A ~Mo) = M~o),
(M true = (~ Mo = M~0a)). {Ax8} O
T (2) (M trae => (M~a = ~Muw)). {®, @3
3) - (M(oz = f) = (M= Mﬂ)) :
PROOF.
- ((x= B = (~avh),
— (M(ocaﬁ):M(~ocvﬁ)), {r2}
- (M(az =)= (M~ocvMﬂ)). {Ax15}
b (M(x=p)= (~Mav MP)), H{O);
— (M= ) = (Ma = MB)). -0
) - (M true = ((Ma=> Mp) = M(x= £)))-
PROOF.
— (M true = (~Ma= M~ @), {3
 ((M true A ~Me) = M~a), {Ax8}

- (((M true A ~ M)V Mf) = (M~avMB)),

- ((M truev Mp) = ((~Mav MB) = M(~avP))),
: {Ax8, Ax15}

- (M truev MB) = (Mo = Mp) = M(x = ))

- (M true = (Mo = MP) = M(x= £))-

(4') (M true = ((Ma = M) = M(x = £))-

&) For every natural number i,
' }—_(Mioc = | JMa).
©) For every natural number i,

- (M Ma = M's).

a

{(3), @3-
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For every natural nufnber i,
- ((f 7 then M fi)'(~yA o) = while ¥ do M od ).

For the proofs of (5), (6), (7) see Example 5.3.

®

Proor.

(f1)

 ((eA MM (e => Ma)) = M Ma).

F (MM(x=> M) = M'(x = Me)) foreveryieN, {(5)}
= (MM = Ma) = (M'a = M’”oc)) for every ieN,

{33

e ((oc/\ MM = Moz_)) = oc). {Ax5}

Assume that for a natural number i,

(f2)

F ((eA M (a = Me)) = M'x),

F ((eA NM(x = Mo)) = (Mioz/\ Mia = M'*'a))),
(1,2}

F ((eA NM(o = Mo)) = (M an (Mia = M'*14))).

Hence by the principle of induction

= ((eAMM(a = Ma)) => M'a) - for every ieN,

 ((eA MM (e = Ma)) = (\Ma). {w-rule 15} O

©. (MM = M\ Ma).

PROOF. ' ,

' F((M(Ma) = M'(Ma)) for every i€ N, {(6)}

(MM (Ma) = M(M'«)) for every i€ N, {Ax21}

€) (MM = M\ M), (5}
(Mo = M'x) for every i €N, {©)}
(M Mo = M(M'x)) for every i€ N, {2}
(MM = M'(Mcx)) for every i A {Ax21}

(f2) (M Mo = M M(M)), {r5}
- (MO Mo = (\M(Mx)). 1,2} O

(109 FUMMo) = M JMe.

The proof analogous to the previous formula is omitted. O

(=P
W Ca=Onpy

PrOOF. Assume that for an arbitrary fixed set of formulas Z,

Z -~ (e=f).
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Then for every natural number ieN ' o
- Z - (Mo = Mp). : x X {r2}

Hence . . . .
Z - (Mia=|JMB) for every ieN, {5}
Z - (UMoe= {JMP). - : {r4} [
12 __=H
@ a= NP
The proof is analogous to the previous one.
. o, M true
Ly AL
For the proof see Example 5.1.

(y=>~M~y)

_(14)"' (y = ~while y do M od true) -

ProoF. Let Z be an arbitrary set of formulas

(1) ZH(y=> ~M~y), {assumption}
Z - ((pAM~y)V ~p)= ~7), : {Ax1-Ax11}
Z+ (if p then M fi ~y = ~y). s {Ax22}

Assume that for a natural number i
(f2) Z +— ((if y then M fi)'~y = ~7), {inductive assumption }
Z + ((f y then M fi*'~y =if y then M fi~y), .

| e

Z  ((if y then M fi)'* ~y = (pAM~yp)V ~7)),
T ey
Z + (Gf y then M fiY'*'~yp = ~y). {f1}

- Hence by the principle of induction .
| Z  (Gf y then M fi))~y = ~y) for every ieN.
- Thus by rule r6, : - » :
Z | (while y do M od true = ~%),

Z — (y = ~ while y do M od true). O
as) (v = My) |
(y = ~ while y do M od true)’
Proor. Let Z be an arbitrary set of formulas. :
Z + (y = My), . {assumption}
Z - (My = ~M~vy), , HO¥,

Z(y=>~M~y),
Z — (y = ~ while y do M od true). {rule (14} O
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Y
- (19 ~ while ¥ do M od true °
The proof follows immediately from rule (14). ]
'('17)‘ ‘ ' =19
(whlle y’" do M od true = while y do M od true)
Proor. _ _
(1) ZH (=9, ' R {assumption }

Z - (~y = while y do M od true) {Ax23}
Suppose that for the natural number i, : S '
Z- ((1f y’ then M- fl)‘~y = while ¥ do M od true),
{mductwe assumption }
Z - (Gf »' then M fiY'**~y’ = if »’ then M fi (while y
do M od true)). © {r2, inductive’ assumption }
(f2) Z 1~ ((if ' then M fi)'*1~y' = ((y'A M (while y do M od
true)) v (~ p"Awhile y do M od true))), -{Ax22}
Z 1~ ((~7'Awhile y do M od true) = ~y), = {Ax23, f1}
= (((#' A M while y do M od true)v ~)
= (~y V(Y Ay A M (while y.do M od true) )V (y'A ~yA
A M(while y do M od true)))), {Ax1-Ax11}
© Z +~ (' A M(while y do M od true)v ~ ).
= (y/\M(whlle y do M od true)v~y))
Z + (Gf ' then M f1)'+1~y = (yA M(while y do M od
true) v ~y)) {f2}
Z + (Gf ¢ then M f1)i+1~y => whlle ks do M od true),
{Ax23}
Z +(Gf ' then M f1)’~y = while y do A od true)
for every ieN,. . {principle of induction}
Z |~ (while ' do M od true:whlle y do M od true).
, - {6} O
(18) If V(M)nV(e) =0, then (M true= (Mx = a.))
The formal proof of (18) is very long. It goes by induction on the com-
plexity of the expressions M and «. Another proof which is of semantic
character will be given in the following chapter. v O

(19) : M’ true
(while y do M od trne = while y do M; M’ od true)’

where V(M’)n V(while y do M od) =
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PROOF.
Z \ (~v = while y do M; M’ od true). {Ax23}
Assume (the inductive assumption) that for a natural number i,
Z ~ (Gif y then M fi)'~y = while y do M; M’ od true),
Z + ((if y then M i)'~y = M'(if y then Mfi)f~y). {(18)}
Thus
Z + ((if y then MAi)ytiy=(yA M (M’ (f y then M) ~y)v
v~y (if y then M fiy' ~p).
By the inductive assumption we have
Z  ((f y then M i)'+ ~y = (y A M(M’ while y do M; M’
od true) v~y A while y do M; M’ od true)).
Hence : : .
Z + (Gf 7 then M fi)’+!~y = while y do M; M’ od true).
{Ax23}
By the principle of induction, for every ieN
Z + (Gf y then M fi)’~y = while y do M; M' od true).
By rule r6 '
‘ Z + (while y do M od true = while y do M M odtrue). O

(20) - ((yA M@y = ~M~y))= ~ while y do M od true).

ProOF. é »
- (~y = (~yV ~ My = ~M~P)), (Ax2}

- (Gf y then M fiy~y = (~yV ~ My = ~M~7)))

for a natural number i, {inductive assumption }

 (Gf y then M fi)*'~y = (yAM(~y v ~NMy

> ~Map))V(~yA(~yY ~ MG = ~M~))),
{inductive assumption, Ax22},

- (~yA(~y v~ NOMy = ~M~))) =~

{Ax1-Ax11}
- ((if y then M i)'~y = (yrM~y)v
v(yAM~ My = ~M~p)))V ~¥))s {Ax15)}
[ ((ifytheani)‘+1~y =>((~(y = ~M~y)V
v~ (MOM(y = ~M~9))V ~7)), {3

 ((if y then M)+ ~vy = (~yV ~ MMy =~ M~p))).
By the principle of induction, for every natural number I
i (Gf y then M fi)' ~y = ~(yA (MY = ~M~9))).
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Hence by the rule r6
I (while y do M od true = ~ (yA ﬂM(y= ~M~))),
F((yA NM(y = ~M~y)) = while y do M od true). [J

8. AN EXAMPLE OF A CORRECTNESS PROOF

In this section we shall present a proof, almost formal, of the state-

ment that the bisection algorithm correctly computes an approxima-

tion of a zero of a continuous function in an Archimedean field.
Assume that f is a function defined on an interval [a, b] such that

f@-f) < 0.

THEOREM 8.1. The program K of the form
‘ while (b—a) > ¢ do
x := (a+b)[2; .
if f(@)-f(x) <0 then b := x else a := x fi-
od ’
is correct with respect to the precondition

& (f(a)-f(b) < OA(b—a) > £ > 0)

and the postcondition
8: (f(@)f(B) < OA(b—a) < &),

More strictly we shall prove that the formula (¢ = KJ) is provable
in the theory of Archimedean fields (cf. Chapter IV).
Let us assume the following abbreviations:

" M: begin
x:= (a+b)/2;
(@) f(x) <O then b :=x else g := xfi
end, :

8;:(fl@) f®) < OA(b—a) = k/2) fork>0and ieN.

We shall prove a few lemmas in order to illustrate the role of axioms
and inference rules.

LEMMA 8.2. The following formula is provable in the zheory of fields:
(60 = M$,). '

-
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PROOF. Observe that the following two formulas are theorems in the
theory of fields: o
((b~a) =k = ((a+b)/2—a = k2 Ab—(a+b)]2 = k/2)),
(Vd) (f(a) /() < 0= (d-fl@ <0V dfl@>0nrdfd)
< 0)).

* Substitute d = f ((a+b)/2). By propositiona1 calculus we have

(60 = ((f((a+b)/2) f(@ <0 A ((a+b))2—a) = k/2)v
v (f((a+b)/2) fla) > 0 A f((a+b)[2) f(b) <
A (b—(a+b)/2) = k/[2))).
Applying the axiom of assignment Ax12 twice

(z := Dy = y(z/v),

&

we obtain . .
(B0 = ((x := @+8)[2) (f(x) -f@) < OA (x—0) = k[2)V
vi(x := (@+b)[2)(f(x) @) > OAf(x) -f(b) < OA
A (b—x) = k/[2))).
By axiom Ax15 - .
M(xv ) = (Mav Mp),
we have ’
(60 = (x := (@+b)2)(f® f(a) OA(x—a) = k[2v
V@) f@) > 0 A f(x)fB) < OA(b—x) = k/2)),
which is equivalent by Ax12 to
(80 = (x :=(a+b)/2)(f(%) fla) < OA (B := X)8, v
Vf(x) f(@) > 0A (a := x)d,)).
By axiom Ax22 o '
if y then M else N fi « = ((yA Ma)Vv (~yANo)),
we prove . _
(0o = (x := (a+b)[2)(if f(x) f@) < O then b :=x
' else a:= x fi 81))-
Hence (8o = Md;) is provable in the theory of ordered fields. |

As a consequence of the above lemma we have
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LemmMa 8.3, For every natural number i the following formula is prov-
able in the theory of ordered fields

(60 = AIl 1)- ! ‘ o D

THE PROOF OF THEOREM 8.1. For every natural number j > 0 we can
prove by Lemma 8.3 the following formula:

€)) ((k>e>0n8nej=k)
= M (f@) (D) < OAb—a=k[2AKkj< £)).

By axioms of fields and axioms Ax12 and Ax23 of- algorlthmlc logic
the following two formulas are provable: '

((z =¢&)z:=z+efz > k=g- J= k),
(M (f(@) f(B) < OAb—a=Kk[2 Ak[j< &)
= while b5—a > & do M od 9).
Hence using propositional calculus and (1) we have proved
(G =)z :=z+8) z> k= ((k> &> 0A &)= K3))
for every j 2 0. By w-rule r6 of algorithmic logic we obtain
¥) ((z := &) (while z < k do z := z-+¢ od true)
= (k > & > 0 A &, = K9)).
Making use of the following form of Archimedean axiom:
(k> &> 0= (z:=¢) (while z < k do z := z+¢ od true)),
we obtain, by (2), the following theorem:
((bonk > & > 0) = K9).
Thus the formula (¢ = Kd) is alsb provable. (]
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CHAPTER III

METAMATHEMATICAL INVESTIGATIONS OF ALGORITHMIC
LOGIC

We have seen in the preceding chapter that the axioms of algorithmic
logic (AL) are tautologies, and that the inference rules are sound. We have
proved that for any algorithmic theory the theorems of the theory are
valid in all its models. In this chapter we shall prove the inverse impli-
cation, which will be referred to as the Completeness Theorem. It shows
that semantic and syntactic methods of proving properties of programs
are equivalent. The Completeness Theorem allows us to prove many
properties of algorithmic logic, e.g., inessentiality of definitions which
have a straightforward interpretation in computer science, namely
that subroutines (i.e., non-recursive procedures) can be eliminated.
Another 1mportant corollary which follows from the Completeness
Theorem states that axiomatization of AL characterizes the semantics
of program connectives in a unique way.

The chapter contains also another axiomatization of AL, which
is constructed in a way similar to Gentzen’s axiomatization.

Bearing in mind the future use of AL in algorithmic theories of data
structures, we provide various extensions of the main result on com-
pleteness to the cases of data structures with partial operations and
of many-sorted data structures. :

1. LINDENBAUM ALGEBRA

Let T denote an algorithmic theory <L, C, A), where L is an algorithmic
language (cf. Chapter I, § 1), C is the syntactic consequence operation
and A4 is a set of specific axioms.

DERINITION 1.1. By = we shall denote the equivalence relation in the
set of all formulas of the language L such that for arbitrary formulas o,

e B ffA- (a=>p and A+ B= ). |
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The following lemma is an extension of the classical fact “that the
relation & is a congruence in the algebra of formulas (cf. Chapter I, § 1 ).

LeMMA 1.1. For every formulas % g, «, B and every program M,
ifB=p and o % « then

(v = @Vh), (x=p) = («=f),
@A) = ('Af), ~am~ad,
Mo ~ Mo/,
CUMex UM, O\Maz (Mo,
@x)alx) & Ax)o'(x), - (VX)o(x) = (Vx)o'(x).
Proor. The first four equivalences follow by classmal proposmonal
calculus.
The equlvalence Mo =~ Mo follows 1mmed1ately from the assumptlon
o« & o« by the rule of inference r2. : '
The equivalences UMoc ~r (UM and () M ~ ()Mo’ follow from
the assumption « & o by rules (10) and (11) from Chapter II, § 7.

Let a(x) = o'(x) and let x be an 1nd1v1dual varlable free in « and o',
Then by 12,

(x:= @) = (x :,='.r)o.c’(x) for every term 7.
Hence by Ax19, :

(x 1= Da(x) = @x)o’ (x)

(_ X 1= 'l:)oc'(x) (E!x)oc(x)

Let us take as v an individual variable y such that y ¢ V(oc)uV(oc’)
Then by r3

@x)a(x) = @Ax)'(x) and (Fx)a'(x) = @x)a(x).
From the above and Ax20 it follows that

(Vx)a(x) = (Vx) o' (%). L . |

Let F / ~ be the set of all eqmvalcnce classes w1th respect to the re-
lation ~. By ||«|| we shall denote the set of all formulas € F such
that o =~ g. ‘ :

As a consequence of Lemma 1.1 we can consider a quotient algebra
<F/N,U,ﬁ, ~9=>>9
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(((e==2) - (0 <= oo V))<= (0 <= (v <..A8. = Q vo))))) ﬁwxﬁ_ ...A,nxwi Aa.ﬁA.s <Aa <= (wVvn))))
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where the operations U, N, >, ~ are defined as follows. For every
«,BeF,

HallullBil = v AIL el = 1Bl = II(e=All,

lallnllBl = li@ABll,  ~llell = [l~all.
We shall call this algebra the Lindenbaum algebra of the thebry
T=L(L,C,A).
Observe that the relation < such that for every «, f € F,
8y el < 1Bl iff A+ (x=f)

defines an ordering relation in the Lindenbaum algebra.

And indeed, for every formula « € F, the formula (o = «) is a the-
orem in T, as can be seen from Figure 1.1 (p. 81).

Hence ||a|| < |lall.

If, for some formulas «, 8, 6 € F, {|«}] < [IBl| and ||8l} < ||6]| then
A (x=p) and A+ (8= 0) and therefore by Axl, el < [I6l].

Finally, suppose |la/| < ||8]| and ||8]] < |l«f]. It is the case that
A (e=f) and 4 (8= o). Hence a = B and as a consequence

flet] = 1181l

LeMMA 1.2. The Lindenbaum algebra of a theory T = (L, C, 4)
is a Boolean algebra and for every formula o€ F:

@ llel] =1 iff o is a theorem in the theory T,
(ii) llal]] # 0 iff ~a is not a theorem in T,

where 1 is the unit-element. and 0 is the zero-element in the Boolean
algebra.

PROOF. By axioms Ax2 and Ax3, for drbitrary formulas o, B, lled]
< li(eevP)ll and Bl < (v PIl-

By axiom Axd4, for every formula 6, if ||a|| < ||6]] and |{8]] < ljdl],
then |[(«V B)|] < ||9]|, cf. Figure 1.2. Hence lu.b.{j|«|l, 1811} = llxllv

Analogously, by Ax5 and Ax6, [[(xA B)I] < llal] and |[(ea A1 < HIBII-
By the proof indicated in Figure 1.3, for arbitrary formula & such
that ||8]] < |lal| and |[6]] < [IB]l we have |I8]] < llof|n]if]]. Hence
glbglal, lIBlIl} = llelin]|fll. Thus we shall prove that the Linden-
baum algebra is a lattice (cf. Appendix A).
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(= 9) {Ax4} ((x = 0) = ((B = 0) ?.((gvﬂ) = 6)))

rl

E=09  (B=0)=((avh=19))

((avp) = 0)
’ Fig. 1.2

(6= a) : {AxT} (((de):(((s': B)y= (6= (oc/\ﬂ))))

rl
(0=p (5= B = (3 =(@np))

rl
(6 = (@n )
Fig. 1.3

 Figures. 1.4 (p. 84) and 1.5 (p. 85), where
By = ((nd) =) {Ax5}, Bs = ((BA0) = Ps),
Br= (x=(avp) {AR2}, B7= ((xAd)V(BrD),
Bs = ((@nd) = (avh), fs= ((xvh)Ar9d),
Bs = ((and) = 8) {Ax6}, fo= ((Br0)=0) {Ax6},
Bs = ((oc/\ 0) =>/38): Bio = ((ﬂ/\ 0) = (av ﬂ))a
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(.Bx = (f, = /33)) |
ﬂl\
. (B2 = B3) (ﬂ’m:’(lgn %ﬁm))
ﬂz\ ] /ﬂll
ﬂ; (ﬁxix = f10)
(ﬁs = (B = 135)) /ﬁn ]
. _\
(Be = Bs) Bio -
54\J (/310 = (fo = 136))
—
Bs (Bs = Be)
Bs= (Bs = (B, = ﬁs)) R
o= (o= Gz p)) ¢
(ﬁc = (B, = .38)) Be-
(B7 = ﬂs;\),
Fig. 1.4

Bi1 = (/3 =>(°‘V13)) {Ax3}, B3 = (0=p7,

Bi2 = ((.3/\5) :ﬁ) {Ax5}, Bia= ((“V,B) :ﬂm);
are formal proofs, which show that (||e]|U[IBIDNIISI = ((lal|n][6]])
v(lIBlin]ldl)) for all o, B, 6 F.

By Ax9, |false|| = 0 and by Ax11, |{true|] = 1. To prove that (}|«||n
-~ lelDolBl] = 1181l and (adl]w ~ |l DIBIl = {IBll, see Figure 1.6.
(p. 86). —||«|| is hence a complement of ||«|| for every « € F.

To prove (i) let us note that if ||«|| = 1, then for every 8 € F, ||f]|
< |lefl. In particular, |[(ev ~&)]] < ||«||. Hence by Axll, A4 .

Conversely, if 4 o, then 4 - (8 = «) as can be seen from Fig-
ure 1.7 (p. -87). Thus for every S € F, [|B]] < |l«i, ie. |la]] = 1.

To prove (ii) observe that if ||«|| =0, then for every B, [ll] < [|]], i.e. _
A+ (x = f). Conversely, if A — ~«, then. Figure 1.8 (p. 87) is a proof
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(((an 0) = B7) = (2= f13)) ((@nd) = g)

((a$ﬂ13)$ (ﬁ f”w /313) hl

((ﬂ/\ 5)=>I37)=> (B = B13) ((ﬁ?"ﬁls):lgm)

((BA®) = B7) -

(B = B13)

(1514 = (fs = .37)) : Bra

(o= )

Fig. 1.5

of the formula (x=>f) for every B e F. Thus ||a|| < ||f]] for every
BEF, ie. |lof] =0. 1

CoroLLARY 1.1. If a theory T is consistent then the Lindenbaum
algebra of this theory is a non-degenerate Boolean algebra. O

The Lindenbaum algebra can be treated as an algebra with addi-
tional operations induced by programs. More strictly, for every pro-
gram M ell, M can be treated as a one-argument operation in the
Lindenbaum algebra such that

M(lld)) = [|Mal]

for every formula « € F.
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9'T 31

(g A o~v2)) =4)

Qzﬂ%v = S\g?ié

R (<= (@ re~vm)))=(d =4))

N

AA@.AHQ A A82<8vvaH (d <= uvv <= An <= Oo.l<8vvv {pxv)} {6xv} (d = A82<8v.v

((gv@~nrx)) =g)

(4 < (v @~an)) ((gv (e~ A%) = g)

{9xv} \/
- @ <9 |

(vo~in) =g)=§ =)

TN

AAAAQ.<OQZ>8vv. AH‘QV <= (g = uvv <= Q&l?cv <« m\vv {Lxv} ((o~Aw) <= g) ,

SNSRI
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((@rB)= o) {Ax5} {Ax8}(((ocvﬁ)=>aj%(d#(ﬁﬁa)))

\/

' {Ax9} : (Ax8}
(( ~ana) = p) ((( ~aena) :\ﬂ):(,~oz=>(oz=>/3)))
rl
~a (~a= @=p)
ri
(o = ﬂ)
Fig. 1.8

LemMA 1.3. For every formula o and all programs M and M’ the follow-
ing properties hold:

@ IMUMal = li.;u&b.HM’(Mioc)H, |

@ MM = gLb M,

) IME)ACI = LublM (= D@l
) M@ = glblM = Dl

Proor. By properties (5) and (6) from Chapter II, § 7, it follows
that ’

(M (Ma) = M\ JM«) and +— (M'NMx= M (M%)
for every natural number i. Hence, as a result of application of rules
r4 and r5 we have

1M (M'a)|| < |IM\UMel| and [|[M'NMdal] < ||M'(M'D)].
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Let us suppose that there are formulas d, ¢’ such that for every natural
number i, ’ v B
M (M) < 0]l and  [[0']] < [IM (Mo,

By inference rules r4 and r5,
1M U Madl < [10]]  and  [10°]] < |17 Med].
This implies (i) and (ii).
To prove (iii), note that by Ax19
1M (x := D))l < [|M'Ex)a)l]
for every term 7 € T. Suppose for some § € F that
HM'(x := t)a(®)|] < |IB]] for all TeT.
In particular '
A= (M (x:=y)oux) =)
for an arbitrary individual variable y occurring neither in M’a nor in 5.
Thus by rule 13, 4 — (M'@x)«(x) = p), i.e. [|[M'@Ax)a(x)|] < [IBIl.

Hence (iii) holds.
The analogous proof of (iv) is omitted. O

Let Q denote the following set of elements of the Lindenbaum algebra:
l'p}?'”M "(Ma), g;l-B-HM (M),
1€ ig
Lub.[M(x := 7)a|, glb.|M(x:= Dl
veT zeT

where- M’, M are programs and « is a formula.

The set Q is denumerable since the alphabet of the algonthnnc lan-~
guage is a denumerable set.

Let us recall that a Q-filter in the Lindenbaum algebra isa non—empty
proper subset V of F/~ with the following: propertles

) anbeV iff ael and bel, :

3) if aeV and a<b, then bel,

4 if aubelV, then -aelV or bel,.

) for every element ¢ = Lu.b q;, a€Q,
. jed . .
if g €V then there exists j€J such that q; eV,
(6) for every element b = glb. b;, beQ,
. jet '

if for all jeJ, b;el then beVl.
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LemMA 1.4. For every non-zero element ao of the Lindenbaum algebra
of theory T there exists a Q filter V' such that a, €V.

. For the proof see. Appendix B. 0

2. THE COMPLETENESS THEOREM _

The present section is devoted to a comparison of the syntactic and the
semantic consequence operations. It has been proved (cf. Chapter II, § 6)
that every theorem of an algorithmic theory is valid in any model of the
theory. Now we shall prove that every formula valid in any model
of an algorithmic theory is a theorem in this theory.

Let T = (L, C, 4> be a consistent (cf. Chapter II, § 6) algorithmic
theory. According to Corollary 1.1 and Lemma 1.4 there exists a Q-ﬁlter
in the Lindenbaum algebra of the ‘theory.

DEFINITION 2.1. By a canonical data structure determined by a Q-fil-
ter V we shall mean the relational system
A, =<T, {(pﬁ7}¢e¢\’. {ou,, e s
where {T, {(;02[7}¢E¢> is an algebra of terms (cf. Chapter 1L, § 1), i.e.

P, (T1s s T) = @(T15 ..., T,) for @@,
and where for every predicate ¢ € P,
Qﬁly(rl: X Tn) =1 iff ”Q(TI’ tees Tn)” el. O

Let us denote by v, a valuation in a canonical data structure U,
such that :
vp(x) = x for every individual variable x e V3,

v,(p) = 1 iff ||p|| €V, for every propositional variable
pPEV,.
The following lemma is crucial for further considerations.

* Lewva 2.1. For every formula o in theory T,

) €Ay, v, Foa iff |l«llel.

The proof of Lemma 2.1 will proceed by induction with respect to the
complexity of formulas. The ordering relation we need should be ad-
equate to reflect the evaluation of a value of a formula.
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Let Z denote a set which containé the following pairs:

(50(Tys ey )y 50(T1, s Ty for eeP, 7,€T, i< n,
By ~B)s <% @V, (B, @VB), <, (x=B)),
B, (=B, <& (@rf), <B,(xAB),
(Mia, UMay, {(M'a, (\Mx) for every ieN,
{M(M'e), begin M; M’ end o),
{(yA Mw), if y then M else M’ fi o),
{(~yAMa), if y then M else M’ fi a,
{(if y then M fi)’(~y A «), while y do M od ) forall i N,
(G 1= Do), @D, (1= Dal®), (),
and is closed with respect to the following rules:
@) if <«, B € Z, then for every s€ S, {sa, sf> € Z,
(i) if <a, By € Z and B, 6 ) € Z, then {a, 6) € Z.
where o, § are arbitrary formulas, M, M’ are programs, y is an open
formula and 7 is a term.

DEFINITION 2.2. We shall say that a formula o is submitted to a for-
mula B, in short « < B, if and only if (e, B belongs to Z. O

LeMMA 2.2. For every set of formulas Z there exists a formula « which
is the minimal element in Z with respect to the relation <.

For the proof see Appendix B. O

PROOF OF LEMMA 2.1. Clearly Lemma 2.1 holds for all propositional
variables and for all elementary formulas.

Assume that Lemma 2.1 holds for all formulas which are submitted
to the formula o

V) A0, =f i ||flleV, forall f < a

Below we shall consider the different forms of the formula o
1. Let « be of the form so(zy, ..., T,). By Lemma 2.1 in Chapter 1
it then follows that '

Wy, vy E=s0(Ts, onn ) Iff Wy, vvEs0(T15 05 To)-

Since 50(Ty, --.» 7s) < 50(T1, ..., Ta), by theinductive assumption, (1)
holds. ,
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Let us assume that throughout this proof s denotes a sequence of
assignment instructions.

2. Let « be of the form s(8v d). Since both formulas s8 and 56 are
submitted to s(8v d), and by (2), ’

sl[Vs.UV]:sﬁ iﬂ ”Sﬂ“EV9
Uy, 0,250 iff lsofl el .
Hence by properties (3) and (4) Qf Q-filters (cf. § 1)
lIsBlivllsdlleV iff A, v,=s8 or Ay, v, =sd.
Thus by the definition of semantics and Lemma 3.4 from Chapter IT
Wy, vpl=s(Bvo) iff  |s(BVi)lel.

The similar proofs for the formulas s(fvd), s(8=-90) and s~p
are omitted.. -

3. Let o be of the form s(, ﬂ), where M is not an assignment instruc-
tion. We shall consider three different forms of the program M.

3a. M = begin M'; M" end.
By Lemma 3.4 from Chapter II and since
s(M'(M"B)) < s(begin M’; M end B) -
W op=a iff  |ls(M'(M'B)lel.

From axiom Ax21 and the formula just proved (1) follows.
3b. M =if y then M’ else M” fi.
As a consequence of the definition of semanﬁcs and inductive assumption,
Uy, op 20 iff ||(pAMa)leV or||[(~yAM'Q) el.
Hence by properties (3) and (4) of Q-filters (cf. § 1)
Wp,opza iff  |[|[PAM )V (~yAaMa)|| el.
Property (1) follows.from the above equivalence by Ax22.

3c. M = while y do M’ od.
By Example 5.4, from Chapter II
9'Il7 > vV l: o

iff there exists a natural number i such that
Ay, v, =5 (if y then M’ fi)’ (~y/\ o).
From Definition 2.2 it follows that the formula s (if y then M *fi)! ( ~YAR)
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-

is submitted to formula o for every natural number i. Hence by the
inductive assumption, ’ '
W, vk
iff there exists a natural number i such that
lIsGf » then M’ f)i(~yAadll V.
By property (5), § 1, and Lemma 1.3 we obtain
A, v, iff  |ls{Jif y then M’ fi (~yAB)llel.
Finally, since the formula
s|_Jif y then M’ fi (~yA B) = s (while y do M’ od f)
is an algorithmic tautology (cf. Chapter II, Example 5.3), then
Ao, o iff  ||s(while y do M’ od B))| €.
4. Let « be of the form s(7) M’f. By the definition of semantics
Wy, vpka iff for every ieN, Ay, vy =s(MP).
However, s(M'f) < s(\ M'p for all i e N. Thus by inductive assump-

tion (2) ' _
Wy, v Es(MUB) A [ls(MTP)ll eV

From property (6), § 1, and Lemma 1.3 we have
lls(M"i)|| eV for every ie N iff |[ls(\M'Bllel.
Clearly the previous two equivalences imply (1).
5. Let « be of the form s((3x)8). From the definition of semantics
it follows that
Uy, vp =
iff there exists a term 7 such that
Wy, 500, (0p) = (x 1= 1) B(X). _
Applying the inductive assumption and by property (5), § 1, and
Lemma 1.3 we obtain
lls((x := D))l eV for some = € T, iff |[s@x)a(x)|| V.
Hence-
Wp,vp = iff  |s(@X)B)) V.
In an entirely similar manner we can prove the property (1) for

formulas of the form s|_J M’f and s(Vx) B(x).
- This completes the proof of Lemma 2.1. |
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LemMMA 2.3. For every valuation v in the data structure QIV and for
every formula o, there exists a program M such that

am, (@) = (Mo)a, (0).

PROOF. Let xq, ..., X, be the sequence of all individual variables
that occur in o and let v be a valuation such that o(x)) = 7;,
fori=1,..,n
© Let p1s s Pm be the sequence of all propos1t10na1 vanables that

occur in « and let us assume that v

. [true, ifo(p)=1,
%= {false, ifo(p) =0 for j=1,..,m
Consider -a program M of the form
begin x := T1) .3 Xy 1= Tn 3Dy 1= 013 eens Dm - = &y €nd.

Observe that My (vp) is a valuation ' such that

v'(x;) = 1i(vp) = 1, =0v(x), forl1<i<n,
v'(p) = o)vp) =1 it [loylleV 1ﬁ v(py) =1,
‘ forl <jsm
and v (z) = v(z) for all remaining variables. Hence
CW,vp,EMe iff U, Ea  iff A, v k= O

THEOREM 2.4 (Model Existence Theorem). Every consistent algorithmic
theory has a model. \

Proor. Let T be a consistent theory, T = (L, C, A>. Hence (cf.
Chapter II, Definition 6.2) there exists a formula o, such that non 4 = o.
By Lemma 1.2, ||~a,]|| # 0 and therefore by Lemma 1.4, there exists
a O-filter IV such that |[~o,|| €V. ’

Let us consider the canonical structure 2, determined by this filter.
We shall prove that 2, is a model of the set A.

Consider a formula « and a valuation v in %,. By Lemma 2.3 there
exists a program M such that U, v |z iff Ay, v, = Ma and - M true.
As a consequence of the auxiliary rule '

o, M true
Mo

we have 4 —Ma. Hence by Lemma 1.2 ||M«]| =1 and therefore
l|Me|| el.

(cf. Example 5.1 in Chapter II)
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From Lemmas 2.1 and 2.3 it follows that
,,o=a if U,v,E=Ma iff |[Mallel.

Hence A,,v =« for every o € A and every valuation v in U, ie.
A, is a model of theory T. o d

THEOREM 2.5 (Completeness Theorem). For every formula o in a con-
sistent theory T the following conditions are equivalent:

() « is a theorem in T,

(ii) o is valid in every model of the theory T.

ProOOF. By Theorem 6.1 (Chapter II) (i) implies (ii).

Suppose « is not a theorem in 7. As a consequence of Lemma 1.2,
[|~a|| # 0 and therefore there exists a Q-filter | such that ||~of| €
(cf. Lemma 1.4). It follows from Lemma 2.1 that %, v, = ~«. Apply-
ing Theorem 2.4 we obtain the conclusion that « is not valid in every
model of T. M

Theorem 2.5 asserts that the syntactic consequence operation and
the semantic consequence operation determine the same sets of for-
mulas, i.e., C(Z) = Cn(Z) for every set of formulas Z.

THEOREM 2.6. For every formula o, - « 1ﬁ" = a, ie. the algorithmic
logic is complete.

" This theorem follows directly from the previous one. 0

Theorem 2.5 indicated that the semantic and the syntactic methods
can be used exchangeably. To prove a theorem we can construct a for-
mal proof or discuss its validity. In most examples the second method
_ is easier than the first.

EXAMPLE. For every formula « and every program M, if V(a)n
N V(M) = @, then the formula

(M true = (M« = ®))
is a theorem of algorithmic logic.

Proor. If V(a)nV(M) = O, then for -every data structure U and
valuation v such that My(v) is defined

WokEa if A My@Ea
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since the value of a formula depends only on the variables that occur
in it.
Hence for every U and v
= (M true = (x = Ma))

and, as a consequence of the Completeness Theorem, the formula
(M true = (x = Ma)) is a theorem of algorithmic logic. 0.

3. TWO COROLLARIES OF THE COMPLETENESS THEOREM

Let T = (L, C, A> be an algorithmic theory. In constructing proofs
we frequently make use of the following important fact.

THEOREM 3.1 (Deduction Theorem). Let « be a formula without
freevariables. A formula f is a theorem of the theory T = (L, C, AU {a}>
iff the formula (o =- B) is a theorem of the theory T, i.e. AU {a} - B
iff A (x=p).

ProOF. Assume that AU {a} +~ B. By completeness it follows that

) AvfyEpg
Let us suppose that there is a model It of the set A such that (cx = f)
is not valid in it. Thus

)] M, v E« and non M, v =8,
for some valuation v in 9R. Since the value of the formula « does not
depend on any valuation, then 9t is a model of the formula «. Hence
M = Au{a} and, as a consequence of (1), m =, which contradicts
(2). Hence 4 |=(x= f). By completeness, 4 - (« = f). »

« Conversely, if 4 - (x= f), then 4 U {a} - (x = p). Since 4u {a}
- o, then by rule rl1 (modus ponens), Av {a} — B. O

The above theorem can be strengthened if the syntactic assumption
is replaced by the semantic one.

DErFINITION 3.1. We shall say that a formula « is closed iff the value
of « does not depend on any valuation in any data structure. |

For example, every formula which has no free occurrences of any
variable is a closed formula and the express1on (g := true) (g = ~q)
is also a closed formula.
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THEOREM 3.2. Let o be a closed formula of a theory T = (L, C, 4>.
For every formula § of T, A + (2= f) iff AU {a} + B d

Let us note that the Deduction Theorem does not hold if « is not
required to be closed. v

In view of Chapter II, § 4, the Upward Skolem-Lowenheim
Theorem of classical logic fails to hold in algorithmic logic. However,
it can be easily proved that the downward theorem holds.

THEOREM 3.3 (Downward Skolem-Lowenheim Theorem). If an al-
gorithmic theory has an infinite model, then it has a denumerable model.

PrROOF. Let T = (L, C, 4) be an algorithmic theory and let] I be
its infinite model. From Corollary 6.3 of Chapter II it follows that T
is consistent. As a consequence of Theorem 2.4 we find that T has
a denumerable model in the set of all terms. g

The third theorem of this section is analogous to the Herbrand
theorem in classical logic.

THEOREM 3.4. Let K and M be arbitrary programs without a while-
operation and let o be an’open formula.
A formula M | Ko is a theorem of AL iff there exists a natural number

m such that the formula M \/ K'a is a theorem of AL.

ism

For a proof see Chapter VI, § 5. Od

As a simple generalization of Theorem 3.4 we obtain the following
lemma.

LemMa 3.5. Let a be a formula of the form

Ky N KMy Ko (oo My Ko B) -2,
where B is an open formula and K, ..., K, n, My, ..., M, are programs
without a while-operation. The formula « is a theorem of algorithmic
logic iff there exists a sequence iy, ..., I, of natural numbers such that
the formula

My \/ Kpya(.. (M\/meﬂ) )

iy - Jj<in

is a theorem of AL. ’ O
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We shall now present a- 51mp1e application of Theorem 3.4 in the
theory of programs.

Lemma 3.6. Let K ‘be a program of the form
’ begin M, ; whilé y do M, od end,

where M 1» M, are programs -without a while operation. Let =K true.
Then there exists a natural number n such that the length of every com-
* putation of K is less than n.

Proor. By Example 5.3 of Chapter IT the formula
' M, Jif y then M, fi (~y A )

is a theorem of algorithmic logic. Thus by the Completeness Theorem
and Theorem 3.4 there exists a natural number m such that
o =M, \/ Gf y then M, fi)(~y Aa).

ism

We shall prove that the length of any computation of K is proportional
to m, i.e. that the number of iterations of M, in any computation is
bounded by m.

Suppose U is a data structure and o is a valuation such that ,
Ku(®) = Min(Min(®)) and j> m.
Hence by the definition of semantics

A, v[=M, (if y then M, fiy'y for all i <]
Thus ’

non A, o= \/ M, (f y then M, fi)'(~yAa),

ism

contrary to the assumption. _ O

4. THE STANDARD EXECUTION METHOD IS IMPLICITLY DEFINED BY
THE AXTOMATIZATION OF ALGORITHMIC LOGIC

It has been shown in the preceding sections that our knowledge of
the semantics of a chosen pfogramming language is sufficiently com-
plete since there exists a proof of every algorithmic property which
is semantically valid. Here we give a deeper insight into this,
The semantics of an algorithmic language L consists of three elements
(D an interpretation of functors and predicates,
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(ii) an execution method for programs,

(iii) a satisfiability relation. . t

The execution method defined in Chapter II, § 2 is based on the
notion of computation. We shall call this the standard execution method.
This definition of execution method is by.no means a unique one:
there are other possible definitions. In general, by the execution method
‘we shall mean a functlon which to every program of the language L
assigns a binary relation in the set of all valuations in a given data
structure.

DERINITION 4.1.. We shall say that the execution method for programs
is proper for AL iff the satisfiability relation which is based on it allows
the soundness of AL axiomatization to be proved. e [

Obviously the standard execution method is proper for AL. The ques-
tion naturally arises as to whether there are other different execution
methods proper for AL.
~ The program execution method is strictly connected to the problem
of .implementation. Can we treat our axiomatic system as a criterion
for the correctness of implementation?

The main conclusion of this section is that all conceivable proper
execution methods of programs are similar in the sense that they induce
the same input-output relations. :

The completeness theorem can be then interpreted in a way which
shows that the notion of computation is the one natural execution
method for programs. '

Now we shall formulate the thesis of this section more strictly.

DEFINITION 4.2. By a semantic structure for L we shall mean the triple
(U, I, = ) where W is a data structure for L, I is an execution method,
and = is a satisfiability relation. ' 0

In what follows we shall restrict our considerations to the class
of semantic structures (U, I, =) such that
(1) a data structure N is normalized, i.e. for arbitrary valuations
vy, 0, in ¥, ‘
z;l‘;é v, iff @F) (W,v, =4 and non A, v, = f)
(different valuations can be distinguished by means of a formula in the
language L) and
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(2) the satisfiability relation |= is such that
AoE@vp) if Woka or A, 0Ep
AWvE(@ap) if AyoEa and  W,oEp, .
W,ol=~a iff non A,vik«,
U, oMo iff @o)@,v)el(M) and A, o'k«
for arbitrary formulas o, f program M and arbitrary valuation o.
Let <%, I, =) be a fixed semantic structure of the above defined class.

LEMMA 4.1. For every program M, if property (3) holds for ar bztrary
Sformulas «, B, where

@) AEM@np) = (Man Mp),
then I(M) is a partial function.

PROOF. Suppose (v, v;) eI(M) and (v,9,) e I(M) and v, # v,.
It follows from assumption (1) that there exists a formula « such that
W,v; =« and A, v, = ~a. Hence, A, o0=Me and A, vEM~a.
However, non U, v = M(x A ~), contrary to 3). v 0

LemMA 4.2. Let K, M be arbitrary programs. If properties (3), (4) hold
Jor K and M, where ,
©)] A =begin K; M end o = K(Mx) for every x€F,
. then I(begin K; M end) = I(K) o I(M). ,
ProoF. Let (74, v,) € I(begin K; M end) and let « be a formula such
that U, v, |=o. Hence by (2)
U, v, Ebegin K; M end o
It follows from (4) that 9, v, =K(Ma). As a consequence of (2),
there exists a valuation v” and a valuation 9" such that (v,2") € I(K),
(', v"") e I(M) and A, v” |= a. Since there exists at most one valuation v’
and one valuation o’ with the above property, we have obtained for
every formula o, if ¥, v, = «, then A, v”* o Thus from (1), vy = v,
and therefore
(v, v") € I(K) and (v',v,) € I(M) for some 2.
Hence (v;, v,) € I(K) o I(M).
Let us suppose conversely that (2, v,) € I(K) o I{M). By the definition
of the' composition of relations, there exists a valuation »’ such that

(v1,9)eI(K) and (v',0,) € [(M).
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Let us suppose that U, v, |= « for an arbitrary fixed formula o. It
follows that 9, o’ = Mo and, moreover by (4), that %I_, v, = K(Me) and
A, v, |= begin K; M end «. Hence there exists a valuation v suchthat

(1)'1, v"") € I(begin K; M end) and A, 2" |=a.

The valuation »” is unique since we have assumed property (3). Hence
for every formula «,

U, v, impliés N, 7" =a.
It follows by (1) that v, = ", ie. »
(v, v,) € I(begin K; M end). . ' O

For any open formula y, let id(y) denote the set {(v,v): W, v ]:by}.

 LemMA 4.3. Let K, M be arbitrary programs. If properties (3) and (5)
hold for K, M and for the arbitrary formulas « € F, y € F, where,
%) A=if y then K else M fi « = (yAKD)V (~yAMa)),
then .
I(if y then K else M fi) = (id(y)  I(K))u (id(~y) ° I(M)).
The proof is similar to the proof of Lemma 4.2 and is therefore omitted.

O

LemMA 4.4. If for every formula « and every open formula y properties
(3)=(6) hold, where ,
© Wi=while y do M od «
= ((~yA@)V(ys M while y do M od a)),
then ‘
I(while y do M od) o (J I(if y then M fi)' oid (~yp).
: ieN
ProOF. Suppose (v;,7,) €l JI(if y then M fi)' o id (~y). Hence
ieN
there exists a natural number m such that
(vy,v,) €I(f p then M fiy* and U, v,E=~9y,

by‘ Lemma 4.2.
Let us assume that for some formula «, A, v, = «. It follows from
the above properties that '

- A, vy = (f ¥ then M fi)y"(~pAw).
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As a consequence of property (6) we find that for every valuation o,
if 9,0k GE y then M )" (~yAc)
then A, v|=while y do M od . _
Hence A, v; = while y do M od « and there exists a valuation v’-such tﬁat
(v,v) € I(while y do M od) and . .QI, =2
Thus o’ = v, by (1), since for every formula e,
N, v, = impliess A, o' o -
Therefore (v,,9,) € I(while y do M od). _ O

Let us assume that the algorithmic language L contains the binary
predicate =. Moreover, let us assume that the semantic structure
(U, I, =) is such that = is interpreted as identity relation in % and for
every element a of the data structure U there exists a term 7, such that
for an arbitrary valuation v, @ = 7,u(v). We shall call such semantic’
structure a Herbrand structure.

LemMa 4.5. If W is a Herbrand structure and properties (3)-(7) hold
Jor program M, every open formula y and arbitrary formu'la.:g o, 3, where
. A = ((f y then M fi)'(~yAa) = B)  for all i € N implies
M A |= (while y do M od = f), '

then

I(while y do M od) = | J I(f y then M fi)' oid(~y).
- ieN .

ProoOF. Suppose (v,,?,) € I(while y do M od) and U, v, = 2.
Let us assume that B, is a formula which describes the valuation v,
with respect to all variables occurring in while.y do M od «,, i.e.

®) Bi= (X1 = To,xp A oo AXg = TpepAd1 = C1A ...
A ] cm)y ’

where Xx;,...,x, are all individual variables and ¢,, ..., q, are all
propositional variables occurring in while y do M od «; and
true . iff v,(q;) =1,
€= {false iff v,(g,) = 0.
Hence :
N,v, |=while » do M od o«; and U,v;=p;,ie.
non U = (while y do M od a; = ~p,).
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By property (7) there. exists a natural number m such that °
non = (Gf y then M fi)"(~yAay) = ~fy).

As a consequence there exists a valuation o’ such that
A, o' = (f y then M fi)y"(~yAa;) and A, 0" =By

By the last property and assumption (8) we have

)] A, v, k= (if ¥ then M fi)y"(~yAay).

Assume that m is the minimal natural number with such property

By (9) there exists a valuation v, such that :
(v,,v3) € IGf y then M fi)* and A, v = (~yray).

Let us consider an arbitrary formula «, and let A, v, = a,. We shall
prove that U, v; = (~y A ). .
- Following considerations presented above we have

A, v, = Gf p then M fiy(~yAa,)

for some natural number j. Suppose j<m By property (5)

Pl F (if  then Mfl)"'(~y/\ ocl) = (1fy then Mfl)’(~y/\ ocl),
and by (9)

U, v, = (if ¥ then M fi)(~yAay), ,
contrary to the assumption that m is the smallest natural number with
such property. Thus j > m and therefore

W, o EGf y then M fi)"(~ypAa).
Hence by property (3 A, v5 = (~yAay). Thus, there exists a natural
number m and a valuation v; such that for an arbitrary formula o,
A, v, = o implies (v, v;) € I(if y then M fi)” and A, v; = (x A ~7).
Hence v; = v, and oon_sequently

(©,, ;) € IGE 7 then M )" o id(~%). -

LemMa 4.6. If W is a Herbrand structure and property/ (10) holds for
an assignment instruction s = (x := w) and every open formula y, where

)  Aksy =3,
then

.

I(x:=w) = {(v,,0,): v(2) = v,(2) for z # x and v,(x)

= wi(v1)}.
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PRrROOF. Let us assume that x is an individual variable and w is a term.
Let (v1,92) € I(x := w)." Suppose v3(x) = a. Thus U, v, = (x = 7,).
Hence U, v; = (x := w)(x = 7,) and therefore by (10), wy(2,) = 7,(v;)
= 0,(x). Let y be an individual variable and y # x. Suppose v,(y) = b,
then U, v, =(y = 7). It follows that U, v, =(x := w)(y = 7,) and
therefore v,(y) = v,(y). Let g be a propositional variable. If U, v, =g,
then A, v, = (x := w)g and by (10) A, 2, |=q.

- Hence v,(2) = v,(z) for z # x and v,(x) = wy(v,).

The discussion is similar in the case where s = (g := ), g is a prop-

ositional variable and y is an open formula, -0

 As a straightforward consequence of the above lemmas we obtain
the main result of this section.

. THeoreM 4.7. Algorithmic logic . determines the unique execution
method for programs. More:strictly, for every semantic Herbrand struc-
ture {N, I, =) if all axioms of algorithmic logic are valid and all infer-
ence rules are sound, then the execution method I satisfies the following
equalities: : ; ‘
I(begin K; M end) = I(K) o (M), .

I(if y then M else X fi) = id(y) o I(M) v id(~¥y) o [(K),
I(while y do M od) = UN I(Gf y then M fi)’ o id(~y),

ie

I = w) = {(o1,02): 0,(2) = v5(2) for z # x and v,(x)

= wy(vy)}
Jor arbitrary programs K, M, every open formula y and an arbztrary

assignment instruction (x 1= w). g

5. GENTZEN TYPE AXIOMATIZATION

In the preceding sections an axiomatic system for reasoning about
algorithmic formulas has been presented and studied., There have
been many examples of formal proofs, but no algorithm has been given
for their mechanical construction. :

In this section we shall discuss a deductive system in which proof
of a formula is determined by the formula itself. Informally, the process
of deduction will consists of decomposition of a formula into parts.
Each step of decomposition will be determined univocally. This kind

.
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of deductive system seems appropriate for the automatization of the
process of proving and is called Genizen type axiomatization.

Let L be an algorithmic language.

Throughout this section I’ and 4 (with indices if necessary) wxll
denote finite sequences of formulas. Any expression of the form

I'— A will be called a sequent.

DEFINITION 5.1. A4 sequent I' — A is called indecomposable iff every

Sformula that occurs in I'U A is either a propositional variable or is an

elementary formula. We shall call such formulas indecomposable. O

DEFINITION 5.2. A sequent A — I' is said to be axiom-sequent iff
I'nAd+#@. o R

Let I'= {o;, ..., 0.} and A = {B4, ..., P} for some n,meN.
We shall use (/\I' => \/4) as the shortened form of the formula
/\ o= \/ﬁ,) IfI' = @, then A\ = true; if A = @, then \ /4 = false.

i<n j<m

LemMMA 5.1. For every axiom-sequent I' — A and every data struc-

ture W for L, W =(N\I'=\/ 4. ' |

The rules of decomposition are listed below.

.Z-’l,rz,sl ...Sk_lw_)d F'—)Al,Az,Sl ...W

1A D,sy oy, >4 7 1B ' 4,5 ...8y,4;°
Iy, I'y—A4,sy _ I'ysy — 4,4,

2A. Iy, s~y, [, =47 28 I'—A4,,5~y,4,°

3A FI:FZ’S“’Sﬁ'—)A 3B F—>A1,A2,SOC;F—>A1,A2,S,3

Flps(“/\ﬂ)aFZ")A’ .P—>A1,S(OC/\ﬁ),A2 ’
4AI11’I'29SOC—)A;P13I’29S§—)A 4B F—)AI,AZ’S“’Sﬁ

s A4,s(avp),4,’
I'3S“_)A13A29S/3
I'>A,s(x=p),4,°

I',s(avp),l, = A4 ’
I, r,->A4,s«;0,I,, s> 4
I, s(e=p),1,—- 4 ?
I, T s(K(Me)) > A
I ,sbegin K; Mend «, I, - . A°
I'- 4,,4,,s(K(Mx))

6B I'> A,,shegin K; Mend o, 4’

Furz,s()’/\K“)‘*A Iy, Iy, s(~yA Mo
I'y,sif y then Kelse M fi «, [, >4 °

5A 5B

6A

TA
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7B F—eAl,Az,s(yAKa),s(~y/\Moc)
I'> Ay, sify then K else M fi «, 4, °
gp 1> Do, sGf p then M A (~yAc) = Alicw
Iy, s while ydo Mod o, I, — 4 ’

3B I'—> AI,AZ,s(~onc) 5(y A M while y do M od o)
I'> A, swhile y do M odua, 4, ) 4

9A {Fl,rz,s(Mia)‘-)A}ieN 9BF—->AI,A2,S“,SUM(M“)
Fl,SUM“,Fz'-)A > F—)Al,SUM“/,Az ?
10A T,,I;,s0,s\M(Ma)— A 10B {I'>A4,,4,, s(M'&)}ien -
I, sN\Ma,I', -4 ° ' A4, s\Max, 4, °
11A I'y, Iy, s(x := D)a(x), s(Vx)a - 4-
Iy, s(Vx)a(x), I, —» A ’
llB P-_)AI’AZSS.(x :=y)“

I'— A4, s(Vx)o(x), 4, °
where y is an individual variable which does not appear in s and «,
FI’FZ_*AaS(Vx)N“ 12B F,s(Vx)~a-+A1,A2

LA T @)al,od T 4, 5G9, 4,

In all the above schemes I'; and A, &enote sequences of indecom-
posable formulas and.I';, 4,, I, A are arbitrary sequents of formulas;
s denotes a sequence of assignment instructions; e, 8 arbitrary formulas;
v denotes an open formula; M, M’ denote arbitrary programs; 7 is a term.

Observe that the rules of decomposition reflect the axioms and
rules of Hilbert style axiomatization (cf. Chapter II, § 5). Rule rl
‘(modus ponens) has no counterpart among decomposition rules.

DEFINITION 5.3. By a diagram of a formula o we shall understand
an ordered pair {D, d), where D is a tree (cf. Definition 5.1 from Chap-
ter II) and d is a mapping which assigns a certain non-empty sequent to
every element of the tree. The mapping d and the tree D are defined by
induction on level I of D as follows:

1. For 1 = 0, the only vertex on this level is the empty sequence de-
noted by @, the root of the tree, and d(Q) is of the form — a.

2. Suppose we have defined the elements of the tree D and the function d
on them up to level | not higher than n.

Let ¢ = (i1, ..., i) be a vertex on the level n. If d(c) is indecomposable
or d(c) is an axiom then ¢ is a leaf of the tree and d(¢) is called a leaf-
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sequent. In the opposzte case let us assume d(c) is of the form I" — A.
CASE A. nis an odd number. The unique son of vertex c is of the form
(s oorr iy 0) and iy, ... 1, 0) = d(0)
only if the sequence A contains indecomposable formulas.
In the opposite case, if the sequent d(c) is the conclusion in the rule
of decomposition of group A,
{I5 > Aj}es
‘ I'->A4 ~°
then (iy. ..., 1,,j) € D and d(iy, ..., 1, ) = > A; for all el
CASE B. n is an even number. The unzque son of vertex c is
(i1, .esin, 0y and d(iy, ..., 1, 0) = d(c),
only if I' is a sequence which consists of indecomposable formulas.
In the opposite case, if the sequent d(c) is the conclusion in a rule of
decomposition of group B, ‘
L~ Agljes
- I'-s4a -
then (iy, ...y insJ) eD and d(is, ..., iy, j) = I'; > A; for all je J. ]

REMARK. Let (D, d)> be a diagram of a formula. If o is an indecom-
posable formula such that « € d(c) for some ¢ = (i1 -5 in) € D, then
for every ¢’ =-(i1, «oos bns Ing1s -s bm) if € "eD, then « € d(c). In other
words, if o appears in a vertex, then it also appears in all successors
of this vertex. _ ]

LEMMA 5.2. For every data structure W for the language L, for every
valuation v in N and for every rule of decomposition of the form

L= Aohyer A
I'-4 : : : .

the following condition holds
(N\'=\/Du(o) = glb (/\P =>\/AJ)91('Z;)

The proof follows 1mmed1ately from Lemma 5.1 of Chapter II. - [

As a consequence .of Lemma 5.2 and Lemma 5.1 we obtain the fol-
lowing fact:

F—'
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LemMMA 5.3. If the diagram of a formula « is a finite path tree ana' all
leaf-sequents are axioms, then « is a tautology. : O
LEMMA 54. If o is a tautology and the dzagram of the formula « is

a finite-path tree, then all leaf- sequents are axioms. \

*PROOF. Let (D d) be a diagram of a tautology «, where Dis aﬁmte-
-path tree.

Suppose that there exists a leaf ce D such that the leaf-sequent d(o)
is not, an_axiom. From the definition of a diagram it follows that d(c)
is indecomposable. Let d(c) be of the form I' — 4.

We shall define a data structure U for the language L such that

A =T, {palpeo, {0uleer), »
where T is the set of all terms in the language L and for arbitrary terms
Tiy eees Tn
Qu(Tyy.ors Tn) = @(7y, ..., T,), for any functor ¢,
0u(Ty, ..., ) = 1iff o(zy, ..., 7,) €I, for any predicate o.

Observe that the last definition is proper since we have assumed
I'nd = @.

Let v, be a valuation in U such that To(x) = x for all individual

variables x, and vo(p) = 1 iff p €I’ for all propositional variables p.

By the definition of a data stfucture A we immediately have W; v, =
= ~(/\I'=\/4). Suppose that for some ¢' €D, d(¢’) =1" 7»' A
‘and non U, v, |= (/\I"*= \/4'). By Lemma 5.2 there exists ¢’">such that
¢’ is ason of ¢”, d(¢’) = I'"" - A" and non A, v, = (A" = \/4").
Hence there exists a finite path cg, ..., ¢,, such that ¢, =@, ¢, = ¢
and such that for every vertex c; from this path, if d(c;) = I';— 4;, then
non %, foo[:(/\]’ =\/4;). In particular, for j =0 we have

QI vo E ~(true = a), - ie. A, vy |:~oc

, As a consequence o is not a tautology, contrary to the assumptxon O

LEMMA 5.5. If the dzagram of the formula oo has an infinite path
then oy is not @ tautology.

PrOOF. Let (D, d) be the diagram of the formula o, and let Path
= {¢;}iey be an infinite. path in D. Assume that d(c;)) = I, = 4;,
for ieN.
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To prove the lemma we shall construct a data structure % in the set
of all terms T and a valuation v, such that

A, v0 | ~orp.
Denote Fg = UA and Fp = T}

ieN
Note that 1f y is.an indecomposable formula such that y e d(c;,)

for some iy, then y ed(c;) for every i =
Since for every i e N, I'in4; = @, then yer Fp or y e Fp— Fs
Let us consider a data structure %A

A =T, {(Pm}q)e«p, {Qﬁl}g‘EP>s
such that for arbitrary terms 7, ..., 7,
Pu(Tys oot T) = (74, ..., 7,) for all g e P,
ou(ty, s T) =1 iff  o(7q, ..., 7,)€Fp forpeP,
and let :
v(p) =1 iff peFp for every propositional variable
PEP,
v6(x) = x for every individual variable x.

We shall prove by induction with respect to the relatlon < (cf. De-
finition 2.2) that for every formula «

if aeFs, then Woo, E~a,
¢)) if o«eFp, then U, v, F e

By the definition of the structure 9, property (1) holds for all in-
decomposable formulas.

Suppose that property (1) holds for all formulas that are submitted
to the formula « and let « € FsuF,.

If o is a decomposable formula then it appears also as a first formula
in a certain sequent of the infinite path and therefore it will be decom-
posed. In partlcular if s{_ M(M'*p) € Fs, then the formulas s|_J M(M**1p)
and sM’8 are in Fy as a consequence of rule (9B). Thus, if s\Mp e F;
then all formulas of the form s(M*g) for i € N are in Fs. By the inductive
assumption A, v, = s(M*B) for all i € N since s(M’f) < « and therefore
non A, v, = «.

By Definition 5.3, if the formula « is of the form ~f and « e Fg
then € Fp. By the inductive assumption U, v, = since 8 < « and
therefore non QI o E .
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If the formula o is of the form (6 v 8), (6A f), sy, s begin K; M end B,

s if y then K else M fi 3, s while y do M od 8, s\_J MPB, s(\ M or s(Vx)f(x)

and if « € Fg, then by the definition of the diagram there exists a set

of formulas {f;};cs for some set J < N such that ;e F, ;< «

and 1.1_1.}). Bign(v) = oan(v) for arbitrary data structure A and an arbi-
ie

trary valuation v, By the inductive assumption non U, v, = 8; forieJ,
hence non U, v, = .

The case « € Fp can be discussed in an analogous way. As a result
we obtain A, v, =

From the above considerations we have non %I, 'vo o, since
oo € Fg, 1.e. o5 1s not a tautology O

THEOREM 5.1. The diagram of the formula o is a finite-path tree with
all leaf-sequents being axioms iff o is a tautology. O

6. THE NORMAL FORM OF PROGRAMS

The aim of this section is to prove that every program can be trans-
formed into a form which contains the single occurrence of the
while-operation.

We shall start with the auxiliary definitions. Let v, 9’ be the two
valuations and let X be a set of variables. We shall say that o = v’ off X
if and only if for every z ¢ X, 7' (z) = v(2).

DEFINITION 6.1. We shall say that the variable x is inessential for
the program M iff the following conditions are valid for arbitrary data
structure W and for arbitrary valuations v, v' such that v =o' off ({x})

() My(v) is defined iff My(v") is defined and '

(i) if Mu(v) and My(v') are defined then My(v) = My(@"). - g

" Let us consider an example.
M: begin u := x+y; x :=u-z end.

The variable u is then inessential for program M.

DEerINITION 6.2. Two programs M, M’ are equivalent up to a set of
variables VAR in symbols M ~ M’ off VAR iff for every data structure
W and every valuation v
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(i) Mu(v) is defined iff Mu(v) is deﬁned and -
(i) if both mappings My and My are defined at v, then
My(v) = My(v) off VAR, J /
In the case where VAR = @ we shall write M~M'. : 0

This definition formalizes our intuitive idea of two programs being
equivalent iff their results are identical up to the auxiliary variables.
Let I1, be a class of programs and VAR a set of variables which are
inessential for any M from IT,. The following properties are then valid
for all M, M’, M” from II,: ‘ '
M ~ M off VAR, _
if M ~ M’ off VAR, then M’ ~ M off VAR,
if M~ M of VAR and M'~ M" off VAR,
then M ~ M” off VAR.
Hence ~ off VAR is an equivalence relation in IT,.

ExaMPLE 6.1. Let y be an open formula, M, M’ programs and ¢
a propositional variable such that g ¢ V(y»)UV(M)UV(M"). The following
' two programs are equivalent up to the set {q}: N
M, : begin
, while y do M od;
\ e
end,
M, : begin
v qi= true;
while- g do
ify then M else M'; g := false fi
. od : o :
end. X ' ' O

As a consequence of the deﬁnition we obtain the following useful
lemma: '

LEMMA 6.1. For arbitrary programs M, M’ and arbitrarj) set of vari-
ables VAR, if M ~ M’ off VAR, then for every formula o such that
V()NnVAR = @, for every data structure N and every valuation v in U,

WoeEMe if U oveEMa )
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' /
The proof follows immediately from the fact that the value of every
formula depends solely on variables which occur in it. .0

LEMMA 6.2. For arbitrary programs K, M, K, M’ and arbitrary sets
of variables VAR, VAR,, VAR = VARluVARZ, the followzng con-
ditions hold:

@) if K~ Moff VAR and M ~ M’ off VAR, then K ~ M’ off VAR;;

(ii) if K ~ K’ off VAR, and M ~ M’ off VAR, and VAR1 is ines-
sentzal Jor M and M’ then

" begin K; M end ~ begin K'; M’ end off VAR;

(iii) if K ~ K’ off VAR, and M ~ M’ off VARZ, then for every
Sformula vy,

if p then K else M fi ~ if y then K’ else M’ fi off VAR;
(iv) if K ~ K’ off VAR, and v isan oﬁen Jormula such that V(y)n
NVAR,; = @, and VAR, is inessential for K and K', then
while y do K od ~ while y do K’ od off VAR,.

ProoF. Let 9 be a data structure and v a valuation.
For the proof of (i) let us assume that

K ~ M off VAR, and M~ M off VAR2

Suppose Ky is defined at v. Hence by the assumption My is defined
at v and finally My is defined at v. Analogously, if’ Mu(v) is defined,
then Ky(v) is defined. »

Suppose v = K(v) and 7’ = Mu(‘v) Hence by the assumption
My(v) is also defined and for &' = My(v) we have ' «

?(2) = 77(2). for every z ¢ VAR,,
7'(2) = 9(z) for every z¢ VAR, .-
Thus 2(2) = 9'(2) for every z¢ VAR,;UVAR,;, which completes the

proof of (i).
For the proof of (ii) let us assume that -

K~ K off VAR, ‘and = M ~ M’ off VAR,.
Suppose begin X; M endy 1s defined at v. Then Ky is defined at v and

for v = Ky(v), My(9) is defined. Let Mu(') =:9. By the assumption
My(2) and Ky(v) are defined.
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Let 9’ = Ky(v) and 7' = My(v). Thus by the assumptions

) 9(z) = 7'(z) for every z¢ VAR,

2 ?'(z) = 3(2) for every z ¢ VAR,.
Since VAR, is the set of variables inessential for M and for M’, My(@")
is defined and for ?” = My(v") we have by (1),

3 9@ =79(z) forevery z¢ VAR,.
Hence begin K’'; M’ endy(v) is defined.

Conversely, if begin K'; M’ endy (v) is defined, then by the definition
of semantics Ky (o) is defined and My (Ky())is defined. By the assump-
tion we have Ky(v) is defined and My (Ku(v)) is defined. Since Kyu(v)
and Ky(v) differs at most on variables VAR, then My(Ku(v)) is also
defined.

Moreover by (2) and (3) we have

2(2) = 9"(z) for every z ¢ VAR;UVAR,.
As a consequence we obtain
begin K; M end ~ begin K'; M' end off VAR,

which completes the proof of (ii).
The similar proofs of (iii) and (iv) are omitted. |

DEFINITION 6.2. A program M is in the normal Sorm iff
M = begin M, ; while y do M, od end,

where M, and M, are programs without a while-operation. O

- THEOREM 6.3. Composition, branching and iteration of programs in the
normal form are equivalent to a program in the normal form.

PrOOF. Let K and M be two programs in the normal form
K = begin K, ; while y; do K, od end,
M = begin M, ; while y, do M, od end,
and suppose that g does not belong to V(K) and V(M). The theorem
follows from equivalences (4), (5), (6). 4
4 ' begin K; M end ~ M’ off({g}).
M’: begin
q .= true; K, ;
while (7 Ay Vv (~gAy,) do
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if (v, Aq) then K, else
if (~y Ag) then
M, ; q := false else M,
fi »
fi
od
end
(%) if y then K else M fi ~ M" off ({¢}).
. M": begin
q:=Y;
if g then K, else M, fi;
while (g Ay;)Vv (~qAy,) do

begin begin
- K q := true

l o

while ¥ - K )
T Ve
dO/ od | while (CI_/\ ’}’.1)V (Nq/\’}’z? \.

P s e e,
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while y,
ldo od
K,

begin
q =7

if q then K, else M fi

whlle (q/\ YV (~gA 72)

/ \

begin

v

q: = true

'/—\W\hlle (q/\y)v~q

if (g y) end
then else
Kl, q: = false if 'yl

then else

K, = true

Fig. 6.2
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if g then sze>lse M, fi
‘od
end

(6) while  do K od ~ M"' off ({¢g}).
' M'': begin
q = true;
while (g Ay) Vv ~gq) do
if (g Ay) then K| ; g := false else
if y, then K, else g := true fi
fi
od
end.

The lengthy proofs of (4), (5) and (6) are omitted.
We shall illustrate equivalences (4)-(6) by the diagrams shown in
Flgures 6.1 (p. 113) and 6.2 (p. 114). ‘ 0

THEOREM 6.4, For every program M there exists a program M’ in the
normal form such that V(M') > V(M) and M ~ M’ off (V(M")—V(M)).
Moreover, all variables from the set V(M')—V(M) are inessential for
the program M'. O

7. EQUALITY

In this and the next few sections we shall discuss some extensions of the
algorithmic language introduced in Chapter II. The character of these
extensions will differ. In this section we extend the alphabet by admitting
equality, in § 8 we extend the set of well-formed expressions by gener-
alized terms and parallel substitutions, and in § 9 we extend the notlon
of data structure in order to discuss partial functions.
In all these extensions the corresponding notion of tautology can

be axiomatized and the Completeness Theorem can be proved.

" Let us assume that the alphabet of algorithmic language L contains
the binary predicate of equality =

DErFINITION 7.1. We shall Say that a data structure W for algorithmic
language L is proper for equality iff the interpretation of = in the struc-
ture W is the identity relation. ‘ |
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By algorithmic logic with identity we shall understand an extension
¢ of the axiomatic system described in Chapter I, § 5, by additional
axioms characterizing predicate =.
(el) x =X,
(2 x=y=y=ux),
(e3) ((x=yry=2)=>x = 2),
(e4) for every n-argument functor ¢ € @,

((xl =PIA Ay = Vn) = QX1 s X)) = o(y1» -ﬂsyn))’
(e5) for every n-argument predicate ¢ € P

o , ) (1 = yun oo AXy = 3) = 0(%1, ooy %) = 01, v V)
In all the above formulas x, v, z, x4, ..., X, ¥1. ..., ¥» are individual
variables. S
The first three axioms state that = is an equivalence relation, and
the last two concern the extensionality of =.
‘As an immediate consequence of the above axioms we have the
following corollary:

CoroLLARY. For every term 7 and every formula o in the algorithmic
language with equality
& =5 = 1¢%) = 1¢H)), ,
= (& =P = a/x) = ). , .

; Algorithmic logic with identity is obviously consistent. Moreover
‘ the following Completeness Theorem is a stralghtforward consequence
of Theorem 2.5 from Chapter III.

THEOREM 7.1. For every formula o and every set of formulas A

() « is a theorem in a theory (L, C, A> based on dlgorithmic logic
with identity if and only if '

(i) o is valid in all models for A which are proper structures for identity.

The proof is analogous to that of Theorem 2. 5 and is therefore
omitted. ~ O

In Chapter II, § 3, we have seen properties (e.g. the strongest postcon-
dition) that are expressible in the language with identity. Now we shall
mention some others.
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Lemma 7.2. Let M be a program and let « be a formula. Thus the
Jormula

) (Mo = (V) (while ~(% = 3) do M od true
= («(2/7) A M(%/3) true))

is a theorem of algorithmic logic with identity, where X is a sequence
X1, -.es Xq Of all variables which appear in Mo and y is a copy of %.

Proor. Let A be a data structure proper for identity and let v be
a valuation in A

Suppose
o) U, v = (V) (while ~ (% = ¥) do M od true
= (a(X/Y) A M(Z[P) true))
and
A, v | ~ (Mo

Hence there exists a natﬁral number 7 such that
?3) W,o =E~Ma and U,v=Ma forj<i
By (2)
€)) U, 0 = (while ~ (% = ) do M od true
= («(X/P) A M(Z[) true))

for an arbitrary vector & of elements in % which corresponds to 7,
where vg is a natural extension of the denotation 22 (cf. Chapter II, § 2).
Let us take as & a sequence a4, ..., a, such that ‘

a; = My '(v)(x;) forj< n.
Thus - ’
U, 0} = MNE =)

and therefore U, ‘vg =while ~ (¥ = ) do M od tree. As a consequence
of (4) we obtain

‘lI,vg = ME[D) true, ie. A, v f:Mi true.
Let us take as & a sequence a,, ..., 4, such that

a; = My(v)(x;) forall 1<j<n
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Thus
A, 0 MG =)
and therefore
A, 2§ = while ~(x =7) do M od true.
By (4) we obtain :
Ao} @), ie A, v = Mo,
a contradiction.
The converse implication can be proved analogously Hence for-

. mula (1) is valid for every data structure and every valuation. It fol-

lows from the Completeness Theorem that formula (1) is a theorem
of algorithmic logic with identity. O

Note, that Lemma 7.2 allows us to eliminate the iteration quantifier

.from formulas of algorithmic logic.

The next property we shall discuss is the equivalence of programs.
It appears that in the language with identity, equivalence of programs
is expressible by a formula.

LemMma 7.3. For all programs M, M’ and every set of variables VAR
M ~ M' off VAR iff for every formula o, such that V()nVAR = @,
Mo = M« is a theorem of algorithmic logic with identity.

PrROOF. Assume M« = M’o is a theorem of algorithmic logic with
identity for every « such that V(e)nVAR = @. Let U be a data struc-
ture proper for identity and v a valuation in 9. By the Completeness
Theorem and by the assumption My(v) is defined iff My(v) is defined.
Suppose that for some v, My(v), My(v) are defined but that there
exists an individual variable x such that x ¢ VAR and

My(v) (x) # Mu() (x).

Let us consider the formula x =y, where y ¢ V(M)u V(M'), and let
a = My(2) (x).
It follows from the above that
W, EM(x=y) and non U,v =EM'(x = y).

Hence Mx = M'« is not valid in U, a contradiction.
The converse implication has already been proved in Lemma 6.1. []



8. GENERALIZED TERMS 119

LemMA 7.4. Programs K and M are equivalent up to the set of variables
VAR if and only if the following formula is a theorem of algorithmic
logic with identity. )

®) (~ (K true v M true) v (K truen M true) A /\ (Kq 5= Mg)A
/ jsm

AN\ KGI) M(x; = y)),

i<n

Xy5 .- » Xp are individual variables such that
X1, s Xu} = Vin (V(K)UV(M))— VAR,

41, -..» qm are propositional variables such that
{415 > g} = Vo (V(K)UV(M))— VAR,

Vis e Yu are individual variables such that for 1 <j < n :
;i € VIM)UV(K)UVAR. 1

8. GENERALIZED TERMS

Every term defines a total function in a data structure. However an
important role is played by partial functions in some situations. How
are they to be described in algorithmic language? The solution is based
on the notion. of generalized term.

DEerFINITION 8.1. By the set of generalized terms we shall understand
an extension of the set T by the following rule: if © is a term and M is
a program, then M+t is a term. _ O

Let U be a data structure for the language L. The semantics of gen-
eralized terms is as follows: For every 7, Ty is a partial function in the
set of all valuations in U such that

xu(v) = v(x);
(pm(‘t’lm @), ..., T,,Ql(‘l))),' if
@(Ty,s s T)u(@) = T191(9), ..., Tau(v) are defined,
undefined otherwise;
, T9(v’), if Ky(v) is defined and o' = Ky(v),
(K7)u(@) = {undeﬁned otherwise,
where x is an individual variable; ¢ is an n-argument functor; 7y, ..., 7,
7 are generalized terms and K is a program.
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ExAMPLE 8.1. Let M be the following program: )
begin x := 0; while x+1 # y do x :="x+1 od end.
The generalized term Mx in the data structure N of natural numbers
is defined if and only if the value of y is not equal to zero. Moreover,
for every valuation v in N ‘
 (Mue@) =n iff a+1=20). 0O
One of the most‘important'properties of generalizyed terms is the
existence of the normal form Our considerations are based on the fol-
lowing lemma which is an immediate consequence of the definition
| of semantics. In this section we shall read equality Tu(v) = m(v) in the
i following way: 7u(%) is defined iff 7y(v) is defined and if values of both
sides are defined then they are identical.

LEMMA 8.1. For every data structure and every valuation v
(K(P(Tl, sevy Tn))ﬂ(v) = (p((KTl)ﬂ(v)s (XX} (KT,,)Q[(‘U)),

where K is an arbitrary program, T, ..., T, are arbitrary generalized
terms and @ is an n-argument functor. O

DEFINITION 8.2. We shall say that a generalized term T is in the normal
form iff v = M, where M is a program and n is a term (classical not
generalized"). . » O

LemmA 8.2. For every generalized term v there exists a generalized
term in the normal form Mu such that for every data structure U and
every valuation v in U '

vu(0) = (Mra(@).

PrOOF. The proof is by induction on the length of the generalized term.
Lemma 8.2 obviously holds for all classical terms. Let us consider
a generalized term @(zy, ..., 7,) and by the inductive assumption, let
M;n; for i < n be the generahzed terms in the normal form such that

(M,'l’]l)sl[(‘v) = Tiﬁ(v): 1 < i< n,
I for every data structure 2 and every valuation v. Hence
i 5 (p(Tl’ sees ‘E,,)su(’()) = ‘P%I((Mﬂ])at(‘v), cres (Mn"]n)i’l(v))' U

B s Sl T A e B e
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Let %; = (x;,, ..., x;,) be the sequence of all variables that occur
in M;n; for i < n, and let y; = (y;, ..., »;,) be a copy of X; such that
¥ <« V—UV(M;n) and y;ny; = & for i # j.

Let 5; denote the program

begin y; 1= x; ;...;y; 1= x;, end

and M,(%:/9;), 7:(%:/91) be copies of the program M; and the term 7;.
.The generalized term v
‘T =58 Ml(j}l) snMn(ﬁn)(P(nl(j;l)’ ey nn(ﬁn))
is in the’ normal form and for every data structure ¥ and valuation o,
1'21(2)) = (pm(flm(‘v), cees T,,su(?))).
It remains to consider a generalized term of the form M<z. By the
inductive assumption there exists a normalized term K# for 7 such that
(Kna(v) = 7u(v) '
for all A and .
Thus begin M; K end 7 is a generalized term in the normal form
such that for all U and o,

(begin M; K end nu(@) = Ma@. O

Let L’ be an extension of an algorithmic language L by geheralized
terms such that if ¢ is an sn-argument predicate and 7, ..., 7, are ar-
bitrary generalized terms then the expression

(1) 9(11: e ‘L',,)
is a formula.
We shall assume the following interpretation. For every data struc-
ture A and every valuation v
o(t1u(@), ..., Tau@) i Tw(v) is
0(Ty,y oonr Tu(@) = : defined for all i < #,
. 0 otherwise.

ReMARK. The formula of form (1) should bz not considered as an
elementary one. : _ O

LemMA 8.3. For every formula of the form (1) there exists a program
K and terms ny, ..., n, such that

. hQ(TI,"'aTn) = KQ(771,~--, 77:1)
 The proof is similar to the proof of Lemma 8.2. O
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The result of Lemma 8.3 can be generalized to the set of all formulas. -

LeMMA 8.4. For every formula o of the language L’ there exists a for-
mula y(c)) of the language L such that

Eoa = g(o).
The details of mapping x can be found in Mirkowska, 1975. O

Lemma 8.4 states that the extension L’ of an algorithmi¢ language
is not essential.

Let us now consider the problem of axiomatization of algorithmic
logic with generalized terms. Obviously, all the axioms and rules men-
tioned in Chapter II, § 5, are still valid. However, to obtain a complete
characterization of the set of tautologies of the language L’ it is necessary
to characterize the behaviour of generalized terms.

The following theorem gives a solution to the problem.

THEOREM 8.5. For every set of formulas A and every formula « of the
language L' the following conditions are equivalent:
() « is valid in every model of the set A;
(ii) « has a formal proof from the set A extended by the formulas
of the form
Mo(ty, ..., T) = o(M1y, ..., M1y),
@(Tla [ Tn) = x(@('tla LREE] Tn))’
where o is an n-argument predicate, M is a program and Ty, ..., T, are
arbitrary generalized terms. ' 1

9. PARTIAL FUNCTIONS

We have so far discussed data structures for the algorithmic language
in which functors have been interpreted as total functions. In this section
‘we shall extend the notion of data structure to the class of relational
systems with partial operations. '

Let L be an algorithmic language of the type {{fg}pes, {(My}eer)-
By a partial data structure for L we shall understand a relational system

,QI = <Aa {V)%I}wetp, {QQ[}QEP)
such that
(i) for every m,-argument predicate ¢ of L, ou is an m,-argument
relation in A,
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(ii) for every m,-argument functor y of L, yy is an n,-argument
partial operation in 4, ’ ,

(iii) for every m,-argument functor y € @ there exists an n,-argument
relation g, € P such that for arbitrary elements a,, ..., n,,s yala,, ..., a,,v)
is defined iff (a,, ..., a,,w) € Opu -

For a given data structure 9 and valuation v we shall define the
semantics of terms and open formulas as in Chapter 11, § 2, with some
exceptions:

vu(tiu@), ..., 7a@)) if Tw(@) is
p(Ty, ..., (@) = defined for all i < n,
) : undefined otherwise,

) ou(T1u(®), ..., Tau(®)) if Tu() is
o(Tgy oens Tu(@) = defined for all i < n,
0 otherwise.

Let 7 be a term and let E(z) be an open formula of L such that
E(x) = true for x eV,
E(w(ty, ..., w) = 0(71, ..., 7)) for 7,€T and ype®.

Analogously, for an arbitrary open formula y we shall define an
open formula E(y) of the language L such that

E(q) = true for geV,,
E(o(tyy s ) = /N\E() for 7,eT, geP,

i<n

E(ynp) = E(yvp) = EAEB) for felk,
E(~y) = E(»).
The sense of the formula E(w), where w is a term or an open formula,
is given by the following equivalence: for arbitrary data structure 2
and valuation v,
W, v = E(w) iff for every subterm ¢(7y, ..., 7,) of the
expression w the sequence (rlu(fv),
.v» T,u(0)) belongs to the domain of
, the. function @y.
We shall write [z, to underline the fact that the satisfiability relation
concerns the class of partial data structures.
The formulas E(7) and E(y) play an important role in the definition
of the semantics of programs: ‘
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o if W, vy E(w) and ' (x) = wy(v)
(x:= wa(@) = 2'(z) = v(z) for all z # x,
: undefined otherwise,

My(v) if U, vEE@)Ay
: and Mgy(v)is defined
(if  then M else M’ fi)u(v) = | Mu(@) if A, v EE@)A ~y
and My(v) is defined,
[undeﬁned otherwise,

My(v) if Ky(v) is defined and
My (v') is defined for
v’ = Ky(v),

undefined otherwise,

(begin K; M end)y(v) =

Ms(v) if M(v) is defined for
all j<i,
QI, v I:DfMQi (E(V) A )))
for j < i,
W, v |= oe Mu(EQ)V ~ 7)),
undefined .otherwise.

(while y do M od)y(v) =

In all the above expressions 7 is a term, 9 is an open formula, and K,
M are arbitrary programs. )

Let us note that the result of a program is not defined whenever
we find an operation whose arguments do not belong to the domain
of the operation. This implies the existence of computations which are
finite sequences but which have no results. We shall call such computa-
tions wnsuccessful to distinguish them from those finite computations
which do possess results and which are termed successful computations.

The meaning of the formula Ko is now as follows: for every data
structure U and every valuation v '

A, vl Ka iff  there exists a successful computation of
K from the initial valuation v in U
whose result satisfies the formula «.

In particular %, v |=,¢ K true means the program K has a successful
computation from the valuation » in 9. Let us consider the negation
of the formula K true. ¥, v =,; ~ K true if and only if program K does
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not possesses a successful computation from the valuation v in .
The last sentence implies that the computation of K is either infinite or
unsuccessful. The property “program K has an infinite computation”
is expressible in the language L by the formula loop(K) (see Chap-
ter II, § 3). Is it possible to express the other property by a formula?
The following lemma provides a -positive answer to this question,

LEMMA 9.1. For every program K of the language L there exists a for-
mula fail(K) of L such that for every data structure W and every valuation v

W, v =y Fail(K)  iff there exists an unsuccessful computa-
tion of K from v in .

PROOF. Let us consider the following recursive definition
fail(x := w) £ ~E(w), a
fail(begin K; M end) = fail (K)v K fail(M),
failGf  then M else K fi)
= (Ep) = (yrfaill(M)v ~yAfail(K)))
fail(while y do M od) _
= Jif y then M fi (E(y)= (yAfail(M))).
The lemma follows immediately from the definition of semantics and the
construction of the formula fail(K). ]

To summarize our considerations let us note two tautologies

0 [Foe K true = (~loop(K) A~fail(K))

@ e (loop(K) = ~fail(K)),

We now turn to the problem of axiomatization. It is easy to observe
that the set of all formulas valid in any data structure is closed with
respect to all the inference rules mentioned in Chapter II, § 5. More-

over, if a formula « is valid in every data structure with partial oper-
ations then it is valid in every data structure with total operations,

3) Fpr ¢ implies o
The converse is not true. In particular axioms Ax12, Ax13, Ax22 and
Ax23 of AL (cf. Chapter II, § 5) are no longer valid.

Let Ax,, be the set of formulas which contains all the axioms of the
system AL except for Ax12, Ax13, Ax22, Ax23 and the following schemes




126 . III METAMATHEMATICAL INVESTIGATIONS

(s true = (sy = 57)), E(v) = (x 1= 7) true,

(s true = (s~a = ~(s0)), E@) = (q:=7) true,
if 5 then M else M’ fi @ = EG)A (yA Mav~yA M'%),
while y do M od «

= E(y)A(~yAavyAM(E(y)Awhile y do M od ),

where s is an assignment instruction, M, M’ are programs, y is an
open formula and « is an arbitrary formula.

Let C,; be a syntactical consequence operation such that for every
set of formulas Z, C,(Z) is the smallest set containing ZUAZX, and
which is closed with respect to the rules of inference r1-r6 (cf. Chap-
ter II, § 5). To denote that « € Cp,(Z) we shall write Z (¢ & for short.

LeMMA 9.2. For an arbitrary formula « and arbitrary set of formu-
las Z,
Z ‘o implies Zfproe.

The proof is by verification of all axioms and rules of inference. []

By the Completeness Theorem for AL and property (3) we obtain

@ bpra  implies - o '
for every formula « of the language L.

The logic introduced here is consistent. Furthermore, if a data
structure 9 with total operations is a model of a theory <L, C, 4),
then U is a model of (L, Cp¢, A). This implies the following lemma:

Lemma 9.3. If (L, C, A) is a consistent algorithmic theory, then the
theory {L, Cyp¢, A> is also consistent. O

The model existence theorem and the Completeness Theorems are
also valid. The method of proof is in both cases similar to that presented
in Chapter III, § 2.

THEOREM 9.4. :

() If a theory {L, Cy, A is consistent, then it has a model.

(i) For every consistent theory T = L, Cpf, A> and for every for-
mula o of L’

A iff Wipea for the arbitrary partial data struc-
ture W which is a model of A. 0
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10. MANY SORTED STRUCTURES

Many-sorted data structures frequently appear in programming, e.g.
stacks, dictionaries, etc. (cf. Chapter IV). These structures have func-
tions and relations whose arguments are of different sorts, e.g. the
relation “e is a member of stack s” has two arguments: s, which is
a stack, and e, which is an element of the stack.

In this section we shall examine an algorithmic language which
is convenient for dlscussmg many-sorted data structures. In a way
this extends what we did in the previous sections.

Let V be a set of propositional and individual variables, P a set of
predicates and @ a set of functors of a certain algorithmic language. Let
SR be a set, its elements will be called sorts or types. We shall make the
following assumptions:

(1) The set of all individual variables cons1sts of disjoint sets V;
for every j € SR; if x € V;, then j is called the type of x.

(2) For every n-argument predicate ¢ € P we define a type of pre-
dicate p as a sequence (j, x ... Xj,) of sorts.

(3) For every n-argument functor ¢ € @ we define a type of functor ¢
as a sequence (j, X ... Xj, —» j) of sorts and a predicate g, of type
(]1 X]n)

A many sorted algorithmic language L, is defined like an algonthmlc
language but there are some natural differences in the definitions of
terms, elementary formulas and aséignment instructions (which results
from assumptions (1), (2) and (3)). In all these expressions we shall
take care of the types of variables and the types of functors and
predicates. '

DerINITION 10.1. The set of all terms T, is the least set of expressions
such that:

() if x e V; for j € SR, then x is a term of type j,

(ii) if @ is an n-argument functor of type (jiX ... Xj, =) and 7
is a term of type j; for i < n, then @(Ty, -.er Ty) is @ term of type j. [

DeriNITION 10.2. The set of all elementary formulas is the least set
of expressions such that if ¢ is an n-argument predicate of type (i X ... Xj,)
and t,, ..., T, are terms whose types are j,, ..., j, respectively, then the
expression o(%y, ..., T,) is an elementary formula. - O
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DEFINITION 10.3. The set of all assignment instructions conmsists of all
expressions of the form (q :=7), where q is a propositional variable
and y is an open formula, together with all expressions of the jorm (x := 1),
where x is an individual variable and  is a term such that if x €V}, then
the type of T is also j. , (|

For the rest of this section let L,, be a fixed many sorted algorithmic
language and let L, be a fixed partial function language based on the
same alphabet (cf. Chapter III, § 9). It may be easily observed that Ly
is an extension of L.

DERINITION 10.4. By a data structure for the language L, we shall
understand a heterogeneous structure

A =<4, {"P?l}tpedi, {Q‘Zl}eel’>

such that
() 4 = \J A, for some non-empty, disjoint sets A;,
jeSR

(i) for every n-argument predicate ¢ of type (jiX ... X ju)
on < Ay X ... X4;,
(iii) for every n-argument functor y of type (jiX ... Xjun—J), Pu
is a partial function such that
po Aj X .. XA, > Ay
and for arbitrary aj, ..., 0, yu(ay, ..., @) is defined iff a € 4;, for
i< nand (ag, ..., a,) € 0ym.
The structure defined above will be called a many-sorted data structure. [}

It follows from the last definition that every partial data structure
for the language L, can be considered as a many sorted data structure
for the corresponding many sorted language L, (cf. Chapter III, § 9.

If Uy = <A, Wy lpews {0 tecpy is a data structure for Ly,
then the following structure

@  A=L Ay, fpuleo, {oa}oer)

where A; = Ax {j} for je SR and for every functor y of the type

GiX oo Xju) =

‘ ("p‘![pf(al PIREER} an)’j)

wsu((al, J0s - s (@ns j")) at if arpc(@ys ---» @n) is defined,
undefined  otherwise
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and for every predicate of the type (j, x s X Jm)

0u((@1,J1)s s (@mm) & Qupel@y, ..., az)
is a many sorted data structure for the language L,, whlch corresponds
- to A,
Conversely, if U, = ¢ U Ajs {pu, ves> {0u, }ocp) is @ many sorted

data structure for the language L, then we can define a corresponding
partial data structure

(5) A= <Aa {z/)‘)l}wedn {@QI}QGP>’
such thaf:

(@) 4= 4,

jeSR

(b) for every n-argument predicate ¢ of the type (j;x ... XJ,),
(ar, ..., a,) € on iff @ €d; fori< n and (a4, ..., an) € 0w,

(¢) for every n-argument functor y of the type (j; X ... xj, = j),
yulay, ..., a,) is defined if (ay,...,a,) € vy, and if yulay, ..., a,)
is defined, then yy(ay, ..., a,,) = Yu, 4, --., a,) for arbitrary elements
iy oeey Ay, .

The semantics of a many sorted algorithmic language is defined in
exactly the same way as for the language of algorithmic logic with
partial functors. However we shall consider only those valuations of
individual variables which are compatible with types. A strict defi-
nition follows.

By a valuation in a many sorted data structure for L, we shall un-
derstand a mapping

v: V- Au{l, 0},
such that v(gq) € {1,0} for all ge V, and for je SR
-(6) v(x)ed; ff xeV;.

Let us denote by |, a satisfiability relation for the language L,,.

Let U, be a partial structure for L, and let 9 be a correspondmg
structure for the language L,,, defined by (4).

Lemma 10.1. For every formula o of L., and for every valuation v in U,

gIl:’f; 7)l:pfac lﬁ!‘ %I’vl:m“

The proof follows directly from the assumed definitions. d

CoROLLARY. For every formula o € L,,,

Wt e iff Ukao. ‘ ) O




130 III METAMATHEMATICAL INVESTIGATIONS

Let 9, be a many sorted data structure for L, and A the corresponding
data structure for the language Ly as defined in (5).

LeMMA 10.2. For every formula « of Ly, and for every valuation v which

satisfies condition (6) the following equivalence holds
W vbEma i U,vlpo

Proor. It suffices to determine whether the lemma holds for ele-
- mentary formulas. _

Let  be an n-argument functor of the type (ji X ... Xj, = j) and let
x; eV fori<n. Y(X1s -oe» Xn)u, (@) is then defined iff vy (a;, ..., an)
is defined for a; = v(x;), where i < n. Hence by assumption (3) and
Definition 10.4, (2, ..., @) € Qyy_ and v(x;) € 4;,. This is equivalent
by (5) to (a1, ..-» @) € Qg and therefore w(xy, ..., X»)u(?) is defined.

Thus by induction on the length of term 7 we can prove that 7y (2)
is defined if and only if 7u(v) is defined and, moreover

) T, 0) = Tu(®). ,
Let o be a predicate of type (ji X ... % j,) and let 7,4, ..., T, be terms

whose types of results are jy, ..., jas respectively. W, 0 =m 0(T15 -5 Tn)
if (ay, ..., an) € ou, for Tiy (v) defined and equal to a4;, i< m, where

a; € 4;,. Hence by (7) and the definition of the structure 9 we obtain
Ta(0) is defined, a@; = Tm(¥) €4, and  (aq, ..., ) €0u-

This last property is equivalent to A, v o 0(71, ---» 7,). Hence
W, © o 0(T1s ooes 7)) If W, 0 = 0(T15 -5 T)- O

COROLLARY. For every formula « of the language L,
®) W= o« implies Wy =m . O

As a consequence of Lemmas 10.1 and 10.2 we have for every for-
mula « of the language L,
Emo  iff e,
and additionally for arbitrary set of formulas 4 of L,
(&) A, «  implies 4 Fpr .

We can now easily verify that all instances of axioms of algorithmic
logic with partial functors which are formulas of L,, are valid in every
many sorted data structure. Furthermore, the set of valid formulas

o
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of L,, is closed with respect to the inference rules of algorithmic logic
with partial functors (see -Chapter III, § 9).
This justifies the following definition:

For every set of formulas A of the language L, _
%€ Cu(d) if arid only if w is a formula of Ly, and a € Cye(A).

It is clear that for an arbitrary set 4 of formulas of the language L

(10) Ao impliess AE,« '
and -

(1) Ao iff Ao

Let T = (L, C, A) be a many sorted algorithmic theory. It follows
immediately from (11) that if a corresponding theory with partial
functors (L, Cps, A) is consistent then T is also consistent.

We now show that the Completeness Theorem is also valid for many
sorted algorithmic theories.

m»

THeorREM  10.3. For the arbitrary many sorted algorithmic theory
T={Lu, Cpn,A>, AEma iff Abp o
PrROOF. Suppose 4 =, o, by (9) we then have A =, «. Hence by
the Completeness Theorem for algorithmic theories with partial func-
tors we have 4 -, « and by (11) A4 by e
This completes the proof by (10). |

11. DEFINABILITY AND PROGRAMMABILITY

Let L be an algorithmic language and let 9 be a data structure for L.
Denote by A the universe of the structure .

DeriniTION 11.1. 4 relation r ¢ A" is algorithmically definable in
a data structure W iff there exists a formula o of the language L with
at least n variables x4, ..., x, such that for every valuation v

(0(x1), ., o)) er i Woo Eolxg, ..o\ Xp).
We shall also say that the formula o defines the relation r in the
structure’ U. O

ExampLE 11.1. Let M be the data structure of natural numbers with
zero-argument operation 0, the two-argument operation + of addition
and the two-argument binary relation = of identity.
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For arbitrary natural numbers m, n we have
m<n ff VoG =0UGE:=z+D)x+z=1y,
where v(y) = n and v(x) = m.

Hence the relation < is definable in the data structure 9I. !

DERINITION 11.2. A4 relation r < A™ is programmable in the data struc-
ture W iff it is definable by a formula of the form Ka, where K is a program
and « is an open formula.

We shall say that the relation r is strongly programmable in U iff it
is programmable by the formula Ko and A =K true. .|

ExampLE 11.2.
A, The formula
begin y := x; while y % z do y := y- x od end true
defines the relation r in the data structure of real numbers such that
x,0er ff @AneN)x" =z
B. Every recursive relation is strongly programmable in the data

structure of natural numbers. |

LeMMA 11.1. If a relation r = A" is strongly programmable in W by the
formula Ka, then the relation A" —r is programmable by the formula K~ «.

Proor. The above follows immediately from the tautology
= (K true = (~ Ko = K~a)). O

REMARK. A relation r is strongly programmable in U iff its comple-
ment is strongly programmable in 9. ]

The following theorem is an analogue of the Post Theorem in the
theory of recursive functions (cf. Rogers 1967).

THEOREM 11.2. A relation r = A" is strongly programmable in the

structure W iff both relation r and its complement A*—r are programm-
able in N.
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- PROOF. Let us suppose the relations  and A"—r are programmable
in . Making use of the normal form theorem for programs (cf, The-
orem 6.4) we can assume that the relations are definable by formulas
Ko and Mp of the form:

begin K, ; while , do K, od end o,
begin M, ; while y, do M, od end j,

where K, K,, M,, M, are while-free programs and Y1, Y2 are open
formulas.

Let % = (xy, ..., X,,), be a vector of all variables that occur in Kx
and let Z be a copy of X such that {z,, ..., z,}nV(MB) = &. Let
K(Z)a(2) be a copy of the formula K« obtained by the simultaneous
replacement of all occurrences of x,, ..., x, by the corresponding
variables zy, ..., z,. Finally let s denote a program begin z, := x, ; ...
s} Zm i= X, end and let ¢ be a propositional variable such that

q¢ V_(Ko:)u V(MP).
The program M’
begin s;
Ki(@); M,; q := true;
while ((7,2)Aq)Vv (y2 A~q)) do
if g then K,(2) else M, fi
q :=~q
od
. end;

simulates the behaviour of both XK and M. The programs K and M
are executed interchangeably at even and odd passes throughout the
loop of M’. The program M’ terminates if the formula y,(2) or the
formula y, holds after a finite number of steps. Note that for every val-
uation v in U either (v(x,), ..., v(x,)) € r or (v(x2), ..., v(x,)) € A" ~r.
Hence after a finite number of iterations either y,(2) or ¥, will be falsi-
fied. The latter implies that for every valuation » in U, the program
M’ terminates, i.e. W =M’ true and

(@), .., v(x))er iff U,oEM ((~gra@)v
Vv (ga~B())).
This completes the proof by Lemma 11.1. O
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DEFINITION 11.3. ‘The function f: A® — A is algorithmically definable
in Wiff there exists a term T with at least n individual variables EIRR

.oy Xn such that for every valuation v in A

w@=a i FE@). . vx)=a | |

Let L be an algorithmic language which allows generalized terms
(see Section 7 of this chapter).

DEerINITION 11.4. The function f: A" — A is programmable in W iff f
is algorithmically definable in N by a generalized term Ky, where y is

- an individual variable and K is a program with at least n individual varz-

ablesxy, ..., Xy. O

REMARK. If a function f (total) is programmable in % by the term Ky,
then ¥ =K true. N

ExaMPLE 11.3.
A. Let X be the following program
K: begin
y:=0; z:=0;
while z # x, do
u:=0;
while u # x; do
yi=y+l;
u:=u+l
od;
z:=2z+1
od
end.
The term Ky defines, in the data structure of natural numbers 3, the
function f(x,, x,) = X, * X», since for every valuation v in N we have

Ky)a@) = a iff v(x;)-0(x) = a

B. Every recursive function is programmable in the data structure
of natural numbers with zero and successor. , O

The deﬁm’aon of programmability can be generahzed to the class
of partial functions.



12. INESSENTIAiLITY OF DEFINITIONS ) 135

'DEFINITION 11.5. 4 partial function f: A" — A is programmable in N
iff there exists a term Ky with free individual variables X1 iy Xy, Y such
that for every ay, ..., a,, ac A and for valuation v satisfying v(x;) = a;

@ if flay. --., a,) is defined and f(a,, ..., a,) = a, then E»)u(@) = a,

(i) if flay, ..., ay) is not defined, then Ky(v) is not defined either. [

ExampLE 11.4. Every partial recursive function is programmable
in the structure of natural numbers with zero and successor. O

12. INESSENTIALITY OF DEFINITIONS

The problem of definitions will be now discussed in the formalized
theory T = <L, C, 4.

The general idea is quite typical in mathematics: to form a new notion
by admission of a suitable definition. The aim of such a procedure
is twofold. It emphasizes and facilitates the investigation of an important
notion and clarifies our thinking by replacing several long statements
with a short one. o

In what follows we shall see many examples of the formation of new
theories by assuming definitions of new functions and new relations
which are created by means of programs.

We shall mention here two characteristic forms of definitions in a for-
malized theory. Our considerations are based on the fact, familiar
from Chapter II, that every term describes a function in a given data
structure and that every formula describes a relation.

Let T = (L, C, A) be an algorithmic theory. ,

Suppose a(xy, ..., x,) is a formula in the language L with n free-
-variables. Let g, be a new n-ary predicate which appears neither in «
nor in any formula from A.

We shall call the formula

) 0u(X15 ooy Xn) = Xy, ..., X,)

a definition of the predicate g,.
In algorithmic theories formula (1) usually has the form

Qa(x1, cees Xp) = Ko/

where K is a program, «' is an open formula and « = K«




136 IIT METAMATHEMATICAL INVESTIGATIONS

Assume additionally that L contains a binary predicate of equality.
Suppose 7 is a term in L with n free individual variables x,, ..., X,.
Let 9, be a new n-argument functor which appears neither in 7 nor in' any
formula from the set of specific axioms of 7. :
We shall call the formula

@ ey, s X)) = (X e Xp)

a deﬁmtlon of the functor ..
In algorithmic theories formula (2) usually has the form

w,(xl, (KRR xn) = KT (xla ey xn)b

where T = K¢’ and K is a program and 7’ is a term. :

We form an extension L’ of L by adding to L a set of predicates g,
and a set of functors v, for some formulas « and terms 7 of language L.
Let T/ = (L', C, A") be an extension of T = (L, C, 4) such that A’
is obtained from A by simultaneous assuming definitions of form )
and (2) for all predicates g, and functors ..

LemMa 12.1. The theory T is consistent if and only if the theory T’
is comsistent.

ProOF. One implication is obvious, i.e. if 7" is consistent then T is
also consistent.

To prove the converse, let us assume that M is a model of T. We shall
construct an extension I’ of the data structure M which will be a model
of T". The universe of M’ is just the one of M and for every n-argument
predicate ¢ and every n-argument functor y from the language L we put

ov = om and Y = Pm.

For every n-argument predicate g, and n-argument functor ¢, from
the language L’ if o, = a(xy, ..., X,) and @, = (x5, --0; x,) are specific
axioms from the set A4’ —A, then for every jy, ..., J, from m

Cagy (15 erdn) = am(v),

Yean (jla '-"jn) = TDR(”);
wherev(x;) = j; for i <
It follows from the above definition that 9% is a model of T". Hence,
by the Model Existence Theorem, if the theory T is consistent then T’
is consistent. [
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- THEOREM 12.2 (on inessentiality of definitions). The theory
T'=(L’', C, A" obtained from T = (L, C, Ay, by assuming definitions
(1), (2) is an inessential extension of T, i.e. for every o of the language
LA+ aiff A’ e :

PRroOF. Let us note that every theorem of T is a theorem of 7" since
A « A’ (cf. Chapter I, § 5).

If a formula B of the language L is not a theorem of T, then
non A  B. The latter implies that there exists a model I of 4 which
is not a, model of §. Hence, by the previous lemma, there exists an
extension !’ of a model M such that MM’ =4 and non W' = 4.

This implies by the Completeness Theorem that non 4’ f. O

Theorem 12.2 states that by admitting definitions of new predicates
or new functors we cannot prove anything new about the predicates
and functors of the old language.

BIBLIOGRAPHIC REMARKS

The Completeness Theorem for algorithmic logic was first proved
by Mirkowska (1971). The proof is based on the lemma on the existence
- of Q-filters (cf. Rasiowa and Sikorski, 1968, p. 89). Another variant
of the Completeness Theorem with axioms for classical quantifiers
can be found in Banachowski (1977). That the Completeness Theorem
implies the definability of operational semantics by means of axioms
of algorithmic logic was observed by Salwicki (1980). The Gentzen-style
axiomatization for algorithmic logic was proposed by Mirkowska (1971)
and modified by Kreczmar (1974). The theorem on the normal form
of programs has a long history (cf. Harel, 1980); for algorithmic logic
it appeared in Mirkowska (1971) and Kreczmar (1974). Algorithmic
logic with partial functions was proposed by Petermann (1983); the
approach presented here is different.




CHAPTER IV

ALGORITHMIC PROPERTIES OF DATA STRUCTURES

1. DATA éTRUCTURES IN PROGRAMMING |

It is generally recognized in computer science that data structures are
of vital importance in programming. The number of papers devoted
to data structures is rapidly increasing. Nevertheless, no consensus
of opinion has been reached. In programming practice, data structures
‘are not treated in the right way. The languages currently in use have
no tools for dealing with data structures. Among theoreticians there
have been many attempts to define the semantics of programming
constructions such as program connectives, procedures, coroutines,
parallel processes and other constructs. There are numerous program
logics. Almost all of them assume that there exists a predefined first-
-order theory of the data structure in question (cf. the theorems on rela-
tive completeness in Floyd-Hoare logic (cf. Cook, 1978), and the arith-
metical completeness of dynamic logic (cf. Harel, 1979). In this way the
problem of providing a logical theory for reasoning concerning data
structures and the program properties has been overlooked. There
are other theories which allow to identify (or specify) a data struc-
ture; as a rule they lack the tools for proving program properties.
The same observation applies to theories presenting the constructions
used in implementing data structures.

Here we propose a point of view which involves: .

(1) conceiving data structures as heterogeneous algebraic systems,

(2) developing theories of data structures based on - algorithmic
logic and .

(3) studying not only algorithmic theories in themselves but also
the connections between them. We propose namely, to study inter-
pretations as the formal counterpart of the software notion of imple-
mentation.

Many authors share the opinion that data structures are algebraic
systems. ‘ :

We shall present below the expressive power of algorithmic formulas
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and we shall apply these formulas in specifications of data structures.
Among theorems of algorithmic theories there are statements about
program properties as well as first-order sentences. The logical tools
of AL allow us to deduce new properties from those asserted earlier.

In the structure of interpretations mentioned in (3) we find some
interesting chains which start from “abstract” data structures and ap-
proach “real” data structures, i.e. those which have already been imple-
mented in a computer, a virtual machine of a programming language
or in the library of software. An example of such chains will be pre-
sented ‘below where dictionaries are implemented in hash tables and
hash tables are implemented in arrays and queues.

In this way our approach reflects the natural influence process which
takes place when new algorithms require new data structures, and knowl-
edge of new data structures (or new properties of structures) enables
us to invent new algorithms.

One can view this connection from the point of view of a “theorist”:
* (a) the fact that an algorithms is correct is a new theorem of a data

structure theory and
(b) a theory augmented by new facts increases our chances of im-

proving algorithms and the proofs of their properties.

The two main problems concerning data structures are, first, what
are the properties of a data structure and second, the structure, is it
implemented?

The first question is concerned with verification of programs. We wish
to examine program properties with respect to the axioms of a data
‘structure, separating this goal from the implementation problems.
It turns out that the first question provides a natural impetus for
developing theories (more. or less formalized) which need algorithmic
language as an extension of first-order language, since the properties
.they deal with are algorithmic (e.g. termination, correctness, equiv-
alence of programs, etc.).

It is astonishing to realize how many structure properties which cannot
be expressed in the first-order language are of an algorithmic nature.
To list a few: the property “y is a natural number” is expressed by the
formula _ - »

(x :=0) (while x # y do x := 5(x) od x = y)
similarly, “s is a stack”
(while ~empty(s) do s := pop(s) od true),
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“pq is a priority queue” ' ’ .
while ~empty(pg) do pq := delete (min(pg), pq) od true,
the axiom of Archimedes
(Vx, )(x >0Ay > 0) = (z := y)(while z < x do z:=z+y
od true),
the axiom of fields of characteristic zero

~(x := 1)(while x #0 do x := x+1 od true),
the axiom of torsion groups
(Vx)(z := x)(while z % 1 do z := z-x od true),

the axiom of cyclic groups .

(@) (Vx)(z := y)(while x # z do z := z-y od true).

The second question can be approached in the following way. Suppose
we are considering two data structures U and B and their algorithimic
theories 7y and 7 5. We shall say that a data structure U is implemented
in a data structure 3 whenever there is an interpretation of the algo-
rithmic theory Iy in the algorithmic theory 7 g. This in turn requires
an answer to the question “what is an interpretation relation among
algorithmic theories?” We shall not develop a theory of interpretation.
Instead we shall relate the examples of interpretations given below to
software units called classes. Examples of software are written in
LOGLAN. An acquaintance with prefixing, i.e. with the technique of -
concatenable class declarations (cf. § 12 of this chapter) is desirable.
We hope the reader will see the connections. We call the reader’s attention
to the concatenation rule which is applied several times in the chapter
to type declarations. This device was introduced in SIMULA-67 and
still awaits recognition. Its properties are very interesting and worthy
of study. The technique is also called prefixing. Making use of prefix-
ing blocks by the names of units which introduce data structures
we can profit from the distinction made earlier between programming
in abstract data structures and implementations of data structures.
In this way one implementation of a data structure can serve different
programs. The advantages of such an approach are obvious.

Here we should mention another role of specification, namely that
it allows one to check the correctness of an implementation of a data
structure. N
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2. DICTIONARIES

A dictionary is a data structure for finite sets with the operations: insert,
delete, member. Dictionaries are important, being one of the most
frequently found data structures. They are used whenever we are
going to:
—ask whether an element of the universe is in a given finite set,
—increase® a given finite set by insertion of an element, or
—delete an element from a finite set.
There are numerous examples of applications of dictionaries, e.g. in
library systems, control of contents of stores, etc. Later we shall also
see other examples of structures which are extensions of dictionaries.
Dictionaries form an abstract data type since they can be implemented
in various ways. Here we shall describe the algebraic structure of diction-
aries. In the next section we shall develop the algorithmic formalized
theory of the structure. ‘

DErRINITION 2.1. An algebraic structure is called a dictionary when-
ever its carrier consists of the two disjoint subsets E, S called sorts, and
has the following operations:

empty: S — By,
member: ExS — B,,
insert: Ex.S — S,
delete: ExS —» S
amember: S - E

where amember is a partial operation defined iff its argument is not
empty and the structure satisfies the following postulates:

(P1) (~empty(s) = member(amember(s), s)),

(P2) empty(s) iff there exists no element e such that member(e, ),

(P3) for every s the instruction s := delete (amember (s), s) can
be repeated only finitely many times until s becomes empty, i.e. the fol-
lowing program always terminates:

while ~empty(s) do s := delete (amember(s), s) od,

(P4) for every éeE, for every se S
member (e, insert(e, s)),
~member (e, delete(e, s)),
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(P5) for every e, e, s
(¢ #£e= (member(e’, s) = member(e’, insert(e, )))s

(P6) for every e, €, s v
(¢ # e= (member(e’, 5) = member(e’, delete(e, $))). O

3. THEORY OF DICTIONARIES

In this section we present and study the formalized theory of diction-
aries, ATD, which is based on many-sorted algorithmic logic. In order
to specify ATD theory we must define its Janguage L and the set of

specific axioms 4.

L: The language of ATD

Three sets of variables are in the alphabet of the language:
V—the set of individual variables of the sort E,
.Vs—the set of individual variables of the sort S,

V—the set of propositional variables.

The sét of functors contains:
in—the binary functor, in: ExS — S,
del—the binary functor, del: ExS — S,
amb—the unary functor, amb: S — E.

The set of predicates contains:
em-—the unary predicate, em: S — By,
mb—the binary predicate, mb: ExS — B,.

A—the set of specific, non-logical axioms of ATD:

Al while ~em(s) do s := del (amb(s), 5) od true,

A2 mb({e, s) = begin
© sl := 53 bool := false;
while ~em(s1)A ~bool do

el := amb(sl);

bool ;= (el = e); -

st := del(el, s1)

od
7 end bool,
A3 (s := in(e, s))(mb(e, s)A (e # € =>mb(e 5) = mb(e, 57)),
A4 (s:=del(e,5)) (~mble, HA(e # € = mb(e’, 5)
) = mb(e’, 5))),
A5 (~em(s) = (e : = amb(s))true ).
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We shall prove below a few propositions in the ATD theory, they
are not difficult, and the proofs are given as examples of algorithmic
reasoning. The results of this section are used in the proof of the Repre-
sentation Theorem in the next section.

ProrositioN 3.1 The program M appearing in axiom A2 does not
loop, or more formally, the stopping formula Mtrue is a theorem of
ATD theory. "

Proor. First, observe that the formula
while ~em(s1) do

el := amb(sl);

‘bool := (el = e);

s1 1= del(el, s1).
od true

is an easy consequence of axiom Al. Next, we can apply the rule

(x=p)
(while 8 do K od true = while o do K od true)

obtaining
while ~em(s1) A ~bool do
el := amb(sl);
bool := (el = e);
sl := del (el, s1)
od true.

Now, making use of the rule % we can precede the last for-

mula by the assignments

s1 :=s; bool := false;
and applying the logical axiom

begin K; M end.oc = K(Ma)
we obtain the desired resuit:

begin
sl 1= s; bool := false;
while ~em(s1) A~bool do
el := amb(sl);
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- bool := (el = é);
sl 1= del (el, s1) )

od

end ftrue. ]
PROPOSITION 3.2.

ATD - (~em(s) = (e) (e = amb(s))),
a

This is an immediate consequence of axiom AS.

ProPOSITION 3.3.
ATD - (~em(s) = mb (amb(s), 5))-

ProoF. By axiom A5 and the axioms of algorithmic logic with partial

functors
ATD - (~em(s) = (~em(s)A(el := amb(s))
) (el = amb(s))))-

Making use of the axiom for assignment instruction
(s true = sy = §y), where y is an open formula,

we obtain
ATD - (~em(s) = (~em(s)A
begin
s1 := §; bool := false;
el := amb(s);
bool := (el = amb(s));
51 := del(el, s1)
_ end bool)).
From the axiom
while y do M od & = ((~y A o)V (y A Mwhile y do M od )
we have '
ATD  (begin s1 := s; bool := false end (~em(s)A
A ~bool A Mbool) = mb (amb(s), 5)),

where M is the following program:

begin ‘
el := amb(s);
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bool := (el = amb(s));
s1 1= del(st, el)
end. :
Thus :
ATD - (~em(s) = mb (amb(s), 5)). O

PROPOSITION 3.4.
ATD  (em(s) = (Ve) ~mb(e, 5)).

The proof is by easy verification. Observe that the precondition
em(s) causes the formula mb(e, 5) to be equivalent to

begin s1 := s; bool := false end bool,

i.e. to false, independently of the choice of e. |

We define below the equality relation in the set S. We shall prove
the usual properties of the equality relation (reflexivity, symmetry,
transitivity and extensionality) making use of this definition. Observe
that the definition is algorithmic and assures us that it is possible to
check the equality of s and s’ mechanically. This is not always possible,
cf. the Banach and Mazur theory of recursive real numbers (cf. Mazur,
1963) where we can prove that all operations in the field of recursive
real numbers are effective but the equality of recursive real numbers
is not a computable relation.

DerNITION 3.1, For arbitrary s, s

eq(s, s") = begin
sl :=s; 82 1= §';
boo := true; :
while boo A~em(s1) A~em(s2) do
el := amb(s1);
boo := booAmb(el, s2);
if boo then '
s1 :=del (el, s1);
52 1= del (el, 52)
fi
od
end (boos em(sl)Aem(s2)).
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ProOPOSITION 3.5. Let K denote the program in the preceding defi-
nition. We then have ATD | K true. :
The proof is similar to that of Proposition 3.1. O

The following proposition is crucial in our proof of the representation
theorem for dictionaries. For this reason we give a detailed, almost
formal proof.

ProprosITION 3.6.
ATD - eq(s, s') = (Ve)(mb(e, 5) = mb(e, 5)).
Proor. We shall prove.the implication from left to right. It will
suffice to prove
) ATD - eq(s, s) = (Ve)(mb(é, 5) = mb(e, s)).
Let us assume the following abbreviations:
y: (boo A~em(sl) /\~em(s2))
a: (booaem(sl) Aem(s2)),
M: begin
el := amb(sl); boo := booA mb(el, s2);
if boo then
s1 := del(el, s1);
- = del(el, 52)
3 fi '
" end,
I: begin sl := s; 52 := §'; boo := true end.
With these abbreviations we can rewrite Definition 3.1 as
eq(s, s’) = I(while y do M od ).
Observe that
F(~pAm) =
We shall prove the following claim: for every ie N
(2  ATD  (IGf y then M fi)'(~y A @) = (Ve) mb(e, 3)
= mb(e, 5)).
The implication (1) follows from claim (2) by the o-rule.
The proof of (2) will proceed by induction on i. For i = 0 we have

. for every s,
3 ATD |- (em(s) = (mb(e, 5) = false))
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and '
ATD  (I(em(s1)Aem(s2)) = (mb(e, 5) = mb(e, 5)))
hence : , .
ATD + (Ia = (Ye)(mb(e, s) = mb(e, 57))).
Now assume that (2) holds for all j < i and consider the formula
3) I(Gf y then M fiy'+*(~yA o).
By the axiom of algorithmic logic
. if y then M fi f= (yAMBvV~yAf)
it is equivalent to _
I(y AMGf y then M fi)'o v ~y A(f y then M fi)'a).
Applying axioms _
K(vp) = (KBVKB) and K(BAP) = (KEAKP)
we obtain another equlvalent of (3)
(~em(s) A ~em(s) A I(MGSE y then M fi)'o) v
v (em(s) vem(s)) A IGE y then M fi)').
Let us denote the first part of the above alternative by (4) and the second
part by (5).
Observe that (4) is equivalent to the disjunction of (6) and (7)
6 _ (~em(s) A~em(s) AT (boo A mb(amb(s), s2) A
Abegin s1 := del (amb(s), s1) ;52 := del (amb(s), s2) end
(if y then M fi)'a)),
(N . (~em(s) A~em(s) A I( ~(boo A mb (amb(s), s2)) A
Abegin el := amb(sl) boo := booA mb(el, 5s2) end (f y
then M fi)'a)).
Formula (6) can be transformed to
8) (~em(s) A ~em(s’) A mb (amb(s), s') A
Abegin s1 := del(amb(s), 5); 52 := (del(amb(s), s');
boo := true end (if y then M fi)'x).
Making use of the induction assumption we obtain that (8) implies
the following formula:

9) (~em(s) A ~em(s) Amb (amb(s), s') A '
A (Ye) (mb (e, del(amb(s), s)) = mb (e, del(amb(s), 5)))).
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Let us now consider formula (7). If i = 0 then (7) is equivalent to
false. Assume that > 1 then (7) is equivalent to the following formula:

(10) (~em(s) A ~em(s’) A ~mb (amb(s), s") A
AN(yA M(if y then M fi)'~'av ~y A (if y then Mfi)'~1x)).
where
N = begin s1 := s; 52 := §'; bool := true; el := amb(s1);
boo := booAmb(el, s2) end.
Observe that
- Ny = (mb (amb(s), 5') A ~em(s) A ~em(s))
and
 (~yAGfy then M i)' ~a) = (~yAa)
From this we conclude that (10) is equivalent to
(~mb (amb(s), s') A em(s) A em(s) A ~em(s) A ~em(s’)),
i.e. (10) is equivalent to false.
- Hence we have proved that (4) implies the following formula
(~em(s) A ~em(s’) A mb (amb(s), s*) A
A (Ve) mb (e, del (amb(s), s)) = mb(e, del (amb(s), 5'))).
By axiom A4 we have
(Ve # amb(s))mb (e, del(amb(s), 5)) = mb(e,s) and
(Ve 5 amb(s))mb (e, del (amb(s), s') ) = mb(e, s')
and therefore (4) implies
(1n (em(s) A ~em(s) A (Ve)mb(e, 5) = mb(s, 57)).
Now consider (5), the second part of the disjunction (3). By the
inductive assumption it follows that (5) implies
(12) ((em(s) vem(s))A (Ve)mb(e, 5) = mb(e, 5")).
Finally, from (11) and (12) we have that (3) implies
(Ve)mb(e, s) = mb(e, s').
This ends the inductive proof of claim (2). ' O

PROPOSITION 3.7. The following formulas are theorems of ATD theory
@  (Vs9)eq(s, s),

(b) (V5,5 (eq(s, 5') = eq(s’, 5)), :

© (Vs, s, 8") (eq(s, s) Aeq(s, s) = eqfs, s)). O
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As a consequence of Definition 3.1 we can prove following results:

PROPOSITION 3.8. For every e, ¢ € E and for every s, s’ € S:
ATD - ((e = €' req(s, 7)) = eq(in(e, ), in(¢’, 5))),
ATD + (eq(s, s) = em(s) = em(s")),
ATD + (e = ¢'req(s, ') = eq(del(e, 5), del(e’, 5))),
ATD - eq(in(e, del(e, 5), 5),
ATD + (em(s) = amb(in(e, 5)) = ),
" ATD + ~em(ine, )),
ATD + eq(del(e, in(e, )), 5),
ATD - (~eq(s, s)A ~mb(e, s)A ~mb(e, 5)
: = ~eq(in(e, 8), infe, 5°))),
ATD + (mb(e, s) = eq(s, in(e, 5))). |

4. REPRESENTATION THEOREM FOR MODELS OF ATD

Making use of the facts observed earlier we shall prove that every
model of ATD is isomorphic with another standard, set-theoretical
model. In this way we show that our choice of specific axioms of ATD
was right.

DEFINITION 4.1. We shall say that a model B of ATD
B = (EUS, ing, delg, ambg; mbg, emp, =5)
is an ST model (the abbreviation standing for set-theoretical or standard)
iff it has the following properties:
1° the set S consists of all finite subsets of E
S = Fin(E), '
2° the operations in the model B are set-theoretical, i.e. for every
ec E, for every s€ S
ins(e, 5) = su {e},
delB(ea S) = §— {e}s
mbgle, s) = e€s, _
emp(s) =5 = G. ‘ O
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TueoreM 4.1. For every model A = (E U S, in, del, amb, mb, em,
=5 of ATD, proper for identity, there exists an ST model B of ATD
with the same set E of elements. The systems A and B are isomorphic
modulo amb operation, i.e. the reducts A' and B’

A’ = {Eu S, in, del, mb, em, =5,
B = <EUF1H(E), inB9 delBs mbi}ﬁ €mpg, =E>
are isomorphic.

ProOF. We shall first construct the system B’ and prove its properties.
Next, we shall discuss the possibility of extension of B by a proper
operation amb to a model of ATD. .

With every s €S we associate the set A(s)

h(s) = {ecE:mb(e, s)}

The set A(s) is finite by the axioms Al and A4, since the sequence {e;}
defined below contains all elements of A(s) without repetition.
The sequence is defined by the following algorithm:

Initialization: Put i = 0 and seq = empty sequence.
WHILE the set s is not empty REPEAT the following
instructions
.PUT ¢, = amb(s),
ADIJOIN the element ¢;,; to the sequence seq,
REPLACE s by del(amb(s), ). '
The mapping
h: S — Fin(E)
is onto, since for a given set {ey, ..., e,} we can consider the element
defined . by the following term:
. begin while ~em(s) do s := del(amb(s), 5) od;
s :=in(e;, ); ... ; § := in(e,, s)
end s.

The mapping % is a one-to-one mapping. For th eproof use Proposition

© 3.6.-Suppose ~eq(s,s’) then (Je)mb(e,s) A ~mb(e, 5") or, symmetric-

ally, (3e) (~mb(e, s)Amb(e, 5)).
It is easy to verify that
“h(in(e, s)) = h(s)u {e} by axiom A3 and Proposition 3.6,
hdel(e, 5) = h(s)— {e} by axiom A4 and Proposition 3.6,

it GTgl oot
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mb(e, s) = e€ h(s) by the definition of A(s),
_em(s) = h(s) =& by Proposition 3.4.
This ends the first part of the proof. We have constructed a system B
isomorphic to the reduct A. ,

Now, we have to extend B by an appropriate operation amb. This
can be done if we accept the axiom of choice. The statement asserting
the existence of a selector from the family Fin (E) is the formulation
of the axiom of choice AC. [

Note that in frequently occurring cases there is no need for the appli-
cation of AC, e.g. in the situation where the set E is linearly ordered,
or if there exists an enumeration of the elements of E.

The assumption that a model of ATD is proper for identity is im-
portant. Without it one can construct a counter example such that
the set A(s) is infinite. ,

On the other hand, it is not difficult to prove that for every model It
of ATD one can construct an equivalent model 3’ = M/(=, eq) proper
for identity. o

5. ON COMPLEXITY OF ATD

Here we shall consider some problems related to the complexity of the °
set of theorems of ATD and its extensions. We shall show that ATD
is an undecidable theory. Later two various extensions of the theory
will be presented. The theory of dictionaries over finite universes FATD
can be axiomatized and we shall remark that FATD is the complement .
of a recursively enumerable set. The theory of dictionaries over the
infinite set of natural numbers is of very high degree of undecidability,
namely I77.

We begin with the criterion of undecidability of algorithmic theories.
Let L be a fixed algorithmic language. For every program M of the
form while y do K od we define the sequence of formulas {a¥ }iey
such that ' '

M
0‘0—"’%

oM = (if y then K fiy~t(yaK~yp) fori> 0.
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It is easy to observe that for every natural number i > 0

o = (PAKyA .. AKTIYAK A y),
Hence, for every data structure 2, for every valuation v and for arbit-
rary natural number n, formula o is satisfied in 9 by the valuation v
iff the computation of the program M in the structure U at the valua-

tion v ends after exactly » iterations of program K. Let ¥ = {x,, ..., X}
be the set of all variables occuring in M.

THEOREM 5.1. Let T = (L, C, A) be an algorithmic theory and let M
be a program of the form while y do K od. If for every natural number n
the theory T, = <L, C, ADU {@x)ed (x)} is conmsistent then T is unde-
cidable.

For the proof see Darko (1980). S

- The above criterion can be applied to ATD theory. Let M be the
program

while ~empty(s) do s := del(amb(s), s) od.

For every set consisting of the set of axioms of ATD and of the formula
(@x)oa’(x) there exists a model. It suffices to consider an n-element
set F. Therefore the theory of dictionaries is undecidable.

Let us mention that the following formula

@@s)(Ve)eq (s, in(e, s)) -

is valid in those models of ATD only for which the set E is finite. Denote
by FATD the theory which have as specific axioms all axioms of ATD
and the above formula.

PROPOSITION 5.2. The theory FATD is the complement of a recur-
sively enumerable set.

Proor. It is not difficult to observe that the set of theorems of FATD
is at most I ? set. Making use of the Completeness Theorem for algo-
rithmic logic we observe that the following conditions are equivalent:

(i) x is a theorem of FATD,

(ii) « is valid in every model of ATD which is finite,

All finite'models can be enumerated and there exists a decision method -
for testing the. validity of an algorithmic formula in a finite universe
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(cf. Grabowski, 1972). Hence, if « is not a theorem theri in finitely
many steps we shall find a counterexample. The set of theorems is an
at most 77 set—the complement of a recursively enumerable set. By appli-
cation of Theorem 5.1 it is an undecidable set, hence it is a [T — X9 set. []

On the other hand there exists an extension of ATD which does
not belong to any arithmetical class, the set of the theorems in this
case lies in [T}, i.e. it is an analytical set. Consider the extension of ATD
which results by adding two additional non-logical functors. We admit
a constant 0 (zero) of sort E and one argument functor succ (successor)

succ: F— E.

The axioms of the extended theory NATD will be axioms of dictionaries
and the following:

~succ(e) =z 0,
succ(e) =g succle’) = e =5 &, .
(¢ :=0) while ~e =3¢’ do ¢ := succ(e’) od true.

Making use of standard techniques of recursion theory (cf. Rogers,
1967) one can prove:

THEOREM 5.3. The set of theorems of the above-mentioned theory
NATD is q I} set.

SKETCH OF THE PROOF. Every model of NATD is isomorphic to the
standard model of arithmetic of natural numbers with operations
insert, delete, member fixed as corresponding set-theoretical operations
(cf. § 4 of this chapter). Any two models of NATD can differ only in
the interpretation of amember operation. Let us denote a model of
NATD by Ny, for N is the set of elements and amember operation f
distinguishes it from other models. The following remark suffices:
for every formula «, « is a theorem of NATD iff for every function
S such that Ny is a model of NATD N, =«

The relation “«is valid in the structure N,” is not in any arithmetical
class. In fact it is a hyperarithmetical relation R(f, «), it includes the
hyperarithmetical relation “« is valid in the standard model of natural
numbers”. Therefore « is a theorem of NATD if and only if the formula
(VNHR(f, @) holds, i.e. the set of theorems of NATD is a IT} set. [J
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6. THE THEORY OF PRIORITY QUEUES

Priority queues are similar to dictionaries. We assume additionally
that elements of sort E are linearly ordered. Instead of the operator
of non-deterministic choice amember for dictionaries, the structure
of priority queues admits the operation min which for any priority
queue gives the least element contained in it. There are many imple-
mentations of priority queues. Hence we shall think of a class of priority
queues, much as one thinks of classes of groups, of rings, etc.

DEFINITION 6.1. A data structure is called a priority queue whenever
its universe consists of the two disjoint subsets '

E and S

called sort E and sort S, and has the following operations:
insert: Ex S — S, ‘
delete: ExS — S, \
~min: S — E, '
member: ExS — By,
empty: S — By,
<: EXE - B,,

and is such that the following axioms are valid in the structure:
PQl the set E is linearly ordered by the relation <,
PQ2 while ~empty(s) do s := delete (min(s), s) od true,
PQ3 (~empty(s) =((Ve) member(e, 5) = min(s) < e)),
PQ4 member(e insert(e, 5)),
PQ5 (e # ¢ = (member(e’, s) = member (¢’, insert(e, s))))
PQ6 ~member (e, delete(e, 5)),
PQ7 (e # ¢ = (member(¢’, 5) = member (¢, delete(e, NN
PQ8 member (e, s) = begin s1 := s5; bool : = false;

while ~empty(s1)A ~bool do
el := min(sl);

bool := (el = e);
s1 := delete(el, s1);
od
end bool. -

We assume also the usual axioms of identity =. ' d
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Repeating the arguments of the preceding sections with the necessary
alterations we can prove the following theorem:

THEOREM 6.1 (Representation Theorem). Every model I of the
algorithmic theory of priority queues proper for identity is isomorphic
fo a standard one, that is

) <EUFin(E):f1:f2:f3: r13r29 = S>
where Fin(E) is the family of all finite subsets of E.

file,s) =sufe}, r(e,s)=c¢ee€s,
fz(ea S) = 85— {e}a rZ(S) =§5= Q,
fa(s) = the least element of s.

The proof is a mutation of the proof of the Representation Theorem
for Dictionaries. As we remarked before, the proof does not make use
of the axiom of choice due to the assumption that the set E is linearly
ordered. o O

7. THE THEORY OF NATURAL NUMBERS

The structure ‘
N = <N,0,s, =>
of natural numbers with 0—a ze-o-argument operation, s—a one-

-argument operation and identity is axiomatized by the following
axioms AxAr:

(Vx) ~s(x) =0,

(Vx, ) (s(x) = s() = x = p),
(V»)(x := O)(while ~x = y do x := s(x) od (x = »)).

THEOREM 7.1. Every model I of AxAr is isombrph_ic with the stan-
dard model of Peano axioms, i.e. the algorithmic theory of natural num-
bers is categorical (cf. Chapter 11, Theorem 4.2). : O

We are now going to prove that every instance of the scheme of
induction is a theorem of an algorithmic theory of natural numbers.

First, let us remark that classical quantifiers can be replaced by
formulas with programs and iteration quantifiers
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(VX)a(x) = (x := 0) ﬂ (x 1= s(x))a(x),
@Ax)a(x) = (x := QU (x 1= s(x))a(x),
‘assuming that x is free in « and never occurs on the left-hand sid¢ of

an assignment in c.
In the case where « is an open formula we can prove that

Ax)a(x) = (x := 0) (while a(x) do x := s(x) od true).

All three equivalences can be proved formally from AxAr axioms.
Indeed, all the equivalences are valid in the standard model of AxAr
axioms. By categoricity they are valid in every model of AxAr hence
they are provable from AxAr (by completeness of AL).

Now, let us recall that every formula of the following scheme

((BA KB = KB)) = (" KB)

is a theorem ofv algorithmic logic (cf. Chapter II, § 7).
By the rule

«, K true
Ko
we have
(x :=0) ((al)r N (x := () (o(x) = (x := 5(x))a(x)))
' = M (x 1= s(x))x(x)).
Distributing the assignment x := 0 over implication and conjunction
we obtain

(s = 0)a(x) A (x 1= 0) () (x 1= 5(%)) (o) \
= (x 1= 5(0)a(x)) = (x 1= ) (x := s(x))a(x))
which is equivalent to the scheme of induction
((x/0) A (V) (%) = a(x/5(x))) = (Vx) x(x)).

Hence we have proved the followi'ng proposition:

PROPOSITION 7.2. Every instance of the scheme of induction is a theorem
of the algorithmic theory of natural numbers. ]

Observe that in the algorithmic theory of natural numbers the oper-
ations of addition and multiplication are definable by explicit defini-



7. THEORY OF NATURAL NUMBERS 157

tion. In any first-order arithmetic these operations are defined implicitly
by the recursive equations:

x40 =0,
x+5(y) = s(x+y),
x-0=0,

x-s(y) =x-y+x.
We shall give an algorithmic definition of the + operation below:
(add) (Vx, »)x+y S (u:= 0) ((t := x) (while ~u = y
do u:=s(w); t := s(t) od ¢t)).

We shall now prove that this definition correctly defines addition.

THEOREM 7.3. The operation of addition is well defined by the above
‘algorithmic definition, i.e.:

(@) AXAr  (u := 0)((z := x)(while ~u = p do u := s(u); ¢ := s(t)

od true)),

(b) AxAru{add} - x+0 = x,

(©) AxArv {add} — x+s5() = s(x+p).

Proor. The proof of (a), i.e., that the program occurring in the defi-
nition (add) always terminates is easy, and resembles the proof of
Proposition 3.1.

(b) The proof of x+0 = 0 makes use of the loglcal axiom

while 7 do K od & = (~yAr)v(yAK(while y do K od «)),

hence
x+0 = (u:=0)((t := x)(if ~u = Othenu := s(u);

t 1= s(t) fi (while ~u = 0 do u := s(u); t := s(7)
od 1))).
Applying the axiom
s(if y then K else M fi «) = s((yAKa) vV (~yA Ma))
and observing that
@:=0)(¢t:=x)~u=0)= ~0=0,
we obtain
AxArU {add} - x40 = (u := 0)((z := %)1),
AxAru{add} - x+0 = x.
(c) In the proof we shall use the following lemma:
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LemmA 7.4. Let K and M be programs written in the language of arith-
metic. Let the variables v, w not appear in the program M and let
AxAru {add} +— K(u = 0),
AxAru {add} - (= w)=> M@u = s(w)),
i.e., the program K zeroes the variable u, and the program M increase

the value of u by 1.
The following programs are then equivalent:

M, : begin K; while ~ (u = s(»)) do M od end
and :
M, : begin K; while ~(u = y) do M od; M end,

i.e. for every formula o the equivalence Mo = M, holds in ‘ﬁ (]

Making use of the definition (add) we have
x+s(y) = begin £:=x; u:=0; while ~u = s(y) do -
1= s(t); u := s(u) od end ¢.
By the Lemma 7.4, x+s(») is equal to
begin ¢ := x; u := 0; while ~u = ydot:=s();u:= s(u)
od; 7 := s(¢); u := s(u) end ¢.
Applying the axiom of assigninent (z := Da(2) = «z[7) We obtain
x+s(y)A= begin ¢ := x;u := 0; while ~u = ydot.:= s(t);
u = s(u) od end s(t).
By the fact ’ |
Kop(1) = p(K7)
we have
x+5(y) = s(begin ¢ := x; u:= 0; while ~u =y do
t:=s(t); u:= s(u) od end t)
and finally
x+5(y) = s(x+p).

Similarly, one proves that the multiplication operation can be defined -
by an algorithm in an explicit way. Hence the algorithmic arithmetic
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of addition and multiplication is a conservative extension of the algo-
rithmic theory of natural numbers. All proofs of Peano arithmetic
can be reproduced in this theory.

Let us conclude with two observations.

LemMA 7.5. The sets of partial recursive functions and of programmable
Sfunctions are equal. O

LEMMA 7.6. Weak second-order arithmetic and the yalgorithmic theory
of natural numbers are equivalent, i.e. there are translations enabling
one to replace every formula of one theory by an equivalent from the
other. O

8. STACKS

The universe of a data structure of stacks consists of the two disjoint
sets £ and S. Elements of S will be called stacks, while elements of the
set F will simply be calle\d ele{nents. The primary relations and oper-
ations of a system of stacks are as follows:

= identity in E,

empty, a distinguished subset of S, empty = §,

push: ExS - S,

pop: S—empty — S,

top: S—empty — E.

Any relational system with a similar signature will be called a data

system of stacks provided that it satisfies the following postulates:

(P1) For every stack s there exists an iteration of pop operation
such that the result is empty

(Vs € §)(3i € N) empty (pop'(s)).
(P2) For every non-empty stack s
s is equal to push(top(s), pop(s)),
for every element e and for.every stack s.

(P3) e = top(push(e, s)).
(P4) s is equal to pop (push(e s))

(P5) ~empty (push(e, s)).
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Below we shall present a formalized theory of relational systems
of stacks. In order to express properties (P1)-(P5) we shall use the
language of algorithmic logic, and the phrase the stack s is equal to the
stack s” will be replaced by s = s’, making use of its algorithmic definition.
" Let us note that the postulate (P1) may be informally stated:

(P1) (Vs) (s =s DV @e)s =5 push(e, F)v (e, €)s =5 push(e’,
' push(e, 9)) ...),

where @ denotes a stack such that empty(d).
Let E be an arbitrary set. By the standard system S of stacks over E
we shall mean the system

{E U FSeq(E), precede, delete-first, first, =, &)

in which stacks are the finite sequences of elements of the set E. The
operation precede(e, s) gives as a result the one-element sequence {e}
concatenated with the sequence s. The delete-first operation and first
operation are self-explaining. A stack s is empty iff s is the empty
sequence. -

We shall prove below that every system of stacks & is isomorphic
to the standard system of stacks over the set E of elements of the
system ©. A

The complexity of the ATS theory is not less than the complexity
of algorithmic arithmetics of natural numbers since the latter theory
may be interpreted in ATS.

9. THE THEORY OF STACKS

In the algorithmic theory of stacks, ATS, the properties of operations
on stacks are considered from an axiomatic point of view. We assume
certain axioms about push, pop and top operations knowing nothing
about the elements to be placed in the stacks or the implementation
of operations. Accordingly, the ATS theory has many different models.
Two examples will illustrate the difference in approach. For a math-
ematician, stacks are nothing more than finite sequences of elements;
operations on them are always performed at one end of the sequence
in question, say on the left. For a computer scientist a stack denotes
the chain of objects depicted in Figure 8.1.
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s top
val | prev: val | prev ***1 val |prev
e / e // e none
1 v2 n
Fig. 8.1

An execution of the s := push(e, s) instruction leads to a new con-
figuration of objects, as shown in Figure 8.2.

s’ Vtop S top
y
val |prev val preV/‘Val prev / val | prev
e -1 e, — e, e, |none
Fig. 8.2

The alphabet of the theory of stacks contains:
(a) variables:

the set Vy of individual variables of type E,
the set Vs of individual variables of type S,

the set of propositional variables V,;
(b) predicates:

empty one-argument predicate of type (S),
two-argument predicate of type (Ex E),
two-argument predicate of type (S'xS);

=E

N
(c) functors:

push two-argument functor of type (ExS — S),
pop  one-argument functor of type (S — §),
top

one-argument functor of type (S — E);
(d) logical and program connectives and auxiliary signs.
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Variables of the set Vg will be denoted by e, €', e, etc.
Variables of the set ¥ will be denoted by s, s',8y,; etc.
The set of well-formed expressions consists of terms, open formulas
programs, generalized terms and formulas (cf. Chapter III, § 10).
The specific axioms of ATS are: '
Al while ~empty(s) do s := pop(s) od true,
A2 (~empty(s) = s =5 push (top(s), pop(s))),
A3 e =y top(push(e, ),
A4 s =g pop(push(e, 5)),
A5 ~empty (push(e, 5)),
A6 s =g5 = begin 5, :=5; 55 = s'; bool := true;
while bool A ~empty(s;) A ~empty(s;) do
bool 1= bool A (top(sy) =z top(s)); [
5y 1= pop(sy); 52 1= pop(sa);
od
end (boolA empty(s;)A empty(sz)),
A7, A8, A9 axioms of reflexivity, symmetry and transitivity of =g.

LeEmvA 9.1. The program in axiom A6 always halts, i.e. the rela-
tion =gis strongly programmable in terms of the remaining relations

O

and notions.

LEMMA 9.2. For every s, ', s € S and for every e, eek
(@ s=ss
(b) (s =55 =5 =59,
© (s =s5As =58 =>5=5 s,
(d) (e =g €' As =;5) = push(e, s) =s push(e’, )
(© (s=s A ~empty(s)) = (pop(s) =5 Pop(s") A top(s) = top(s)),
(f) (s =55 = (empty(s) = empty(s')))- '
(2) (empty(s)Aempty(s) =5 =s s).
PRrOOF.
(a) The reflexivity of =35 follows immediately from A6.
(d) The formula
push(e, s) = push(e’, s)
is equivalent to

begin s, := push(e, 5); 52 1= push(e’, s'); bool := true,
while bool A ~empty(s;) A ~empty(s,) do
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bool := bool Atop(s;) =g top(s,);
sy = pop(sy); s2 1= popls,)
od '
end (boolAempty(s,)Aempty(ss));
Next, we obtain by Ax23 from Chapter 1I, § 5, another equivalent
begin s, := push(e, s); s, := push(¢’, §'); bool := true;
if bool A ~empty(s;) A ~empty(s,) then
begin bool := bool Atop(s;) =g top(s,);
5y :=pop(sy); 85 := pop(s2);
while bool A ~empty(s;) A ~empty(s,) do
bool := bool A top(s;) =z top(s,);
sy 1= pop(sy); 52 1= Pop(s2);
od
end
- fi
_ end (bool A empty(s,) A empty(s2) );
Now by A5 and Ax22 from Chapter II, § 5, the last formula is equi-
valent to: v ‘
begin s, := push(e, 5); 5, := push(e’, s'); bool := true;
bool := bool A top(s,) =g top(s,);
51 1= pop(sy); sz 1= pop(sz);
while bool A ~empty(s,) A ~empty(s,) do
bool := bool A top(s;) =g top(s,);
51 = pop(sy); sz 1= pop(s2) .
od
end (bool A empty(s,) A empty(s,)).
Making use of A3, A4 and the simple facts from the semigroup
of assignment instructions, we transform the last formula into
begin bool := (e =g ¢'); ' '
Sy =8 8 =15
while bool A ~empty(s;) A ~empty(s,) do
bool := top(s,) =g top(s,)Abool;
5y i= pop(s1); sz := pop(s2);
od
end (bool empty(s,) A empty(ss)).
This is equivalent to

e=ge'As =55
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(e, ) This easily follows from (d) by A2, A3, A4.

(g) Obvious.
(b) The symmetry of the =s relation follows from the fact that

the instructions
Spi=8; 8= s

in A6 can be permuted, and that the same can be done with
sy 1= pop(sy);  S2 1= POp(sa),

and also from the commutativity of v and the symetry of =g.
(c) Proof is by induction with respect to the depth of stack s'. We pro-
ceed in an informal way, passing to an extension of ATS by arithmetic.

Define the mapping depth: S — N by

depth(s) £ (i := 0) (while ~empty(s) do.
j:=i+1; s:=pop(s) od i).

Observe that - depth(s) = 0 = empty(s). From this and (f) we have
the base of induction. Assume for all s’ of depth not greater than »
that statement (c) is true. Consider a stack s’ of depth (n+1). Stack
s’ may be presented in the form

s' =5 push(top(s"), pop(s")).
From s =55 As =g5 ' we have

top(s) = top(s') A pop(s) = pop(s) A top(s) = top(s”) A

' ' Apop(s”) = pop(s”)-
Making use of the inductive assumption for stacks of depth not greater
than n together with the transitivity of =g, we obtain

top(s) =z top(s”) A pop(s) =5 Pop(s”)

and by (e)
s =gs". O

10. THE REPRESENTATION THEOREM FOR STACKS

Asa siﬁnple corollary of Lemma 9.2 we observe that in every model I
of ATS the relation denoted by =g is a congruence and, consequently
we have the following theorem:
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TeEOREM 10.1. If a system I is a model of ATS, then the quotient
system W = M/(=g, =s) is a model of ATS proper for identity. []

TaeoREM 10.2 (Representation Theorem). Every model B of ATS
which is proper for identity is isomorphic with a standard model of it:

& = (EUFSeq(E), precede, delete-first, first, =5, @).
Proor. For every natural number i we define a partial mapping
ith from top: S — E,
ith from top(s) = (if ~empty(s) then s := pop(s) fi)’ top(s)
and another mapping
card: S — N,

card(s) = the least natural number / such that empty(pop"(s)).

There is exactly one element s such that the formula empty(s) holds
(by Lemma 9.2 and the assumption of the theorem). We shall denote
this element by Sempey.

With every stack s € S we associate the finite sequence seq(s)

seq: S — FSeq(E),
seq(s) = {eo, €1, s ui1}s where n = card(s) and
= ith from top(s) for
0 £i<mn,
Seq(sempty) =0
It is easy to observe that for every finite sequence e, ..., e,, the
following equality holds;

seq (push (ey, push(e,, ..., push(e,, Sempty) -+ )))
= {ela 62, s en}:
hence the mapping seq is onto FSeq(FE).

Let s and 5" be two different stacks, s # s'. From A6 we see that
either after the execution of the program in A6 the formula (boola
A ~(empty(s) Aempty(s’))) holds and then card(s) # card(s’) or
there exists a natural number 7/ such that

ith from top(s) # ith from top(s’)
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when. after the execution of the program ~bool holds. In both cases
seq(s) # seq(s’), i.e. the mapping seq is one-to-one.
It is easy to verify that
seq (pop(s)) = delete-first (sea(®)),
top(s) = first (seq(s)),
seq (push(e, s)) = precede (e, seq(s)),
empty(s) = seq(s) = 9.

Hence seq is an isomorphism. O

11. IMPLEMENTATIONS OF ARITHMETIC AND DICTIONARIES |

~ Arithmetic of natural numbers

If we extend the language by a constant e, of sort E then putting”
v s=45 & begin s1 :=.s5; 2 :=5;
while ~empty(s1) A ~empty(s2) do
s1 := pop(s1); s2 := pop(s2)
od

end (empty(sl)Aempty(s2)),
succ(s) £ push(e,, s) where e, denotes a fixed element of E,

0 £ while ~empty(s) do s := pop(s) od s,
we caﬂ prove the axioms of natural numbers:
~sucex =40,

(succ(x) =4 succ(y) = x =4 ),
(x 1= 0) (while x =,y do x := succ(x) od true),

which shows that ATS contains all theorems of the algorithmic arithme-
tic of natural numbers.

Dictionaries
In this case we implement the following “vocabulary” of notions:

- amember(s) £ top(s),
insert(e, s) ¥ if ~member(e, s) then s := push(e, sy fi s,
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delete(e, s) S begin
sl = s;
while ~empty(s2) do 52 := pop(s2) od;
while ~empty(s1) do
if ~e =5 top(sl)
then 52 := push(top(sl), s2);
fi;
sl := pop(sl)
od
end 52,

member(e, s) & begin 51 := s; bool := false;
while ~boolA ~empty(s1) do
if e =L top(sl) then bool : = true
else s1 := pop(sl)
fi
od
end bool.

Observe that the axioms of the algorithmic theory of dictionaries
may be proved from axioms of ATS and the above definitions showing
that stacks can be used in order to implement insert, delete and
member instructions. If this is not done in practice, the reason is
to be found in the high cost of such implementation.

12. THEORY OF LINKS AND STACKS—ATSL

The aim of this section is to construct a bridge between such an abstract
theory like ATS and the computer implementation of stacks to be
found in § 13. We shall do this by (i) formalization of operations on
attributes of stacks and links of stacks in ATSL theory, (ii) construction
of a model for ATSL, (iii) interpretation of ATS theory within ATSL
theory. ‘
In ATS theory we have studied the properties of operations on stacks
knowing nothing about how to perform them. Now we shall try to
construct a model for ATS out of objects that can be handled by a com-
puter. We assume that the objects of a set E of elements are com-
putable, ie. that there is an effective method of constructing them.
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How do we construct stacks and how do we perform‘operations on
them? An auxiliary set of links will take us nearer to a solution.
Any link object has two attributes:

prev—pointing to a previous link—object in a stack,
elem—pointing to an element of a set E.
The operations allowed on attributes are those of programming:

read—to be denoted by L{name of attribute),
assign—to be denoted by lL{name of attribute} :=.

In this way we reach the point where all operations are either from
programming language (cf. axioms Asl, As2, As3, As7, As8) below,
or-are defined explicitly (e.g. As9, Asl0).

The crucial fact about stacks of links is that walking along ‘prev’
path we shall always reach ‘none’, i.e. the bottom of the stack. This
will be stated as axiom As4.

It will be observed that total freedom in assigning new values to the
‘prev’ attribute would eventually destroy property As4, and our
theory could turn out to be inconsistent. In order to solve this problem
we introduce the predicate ap, a guard of operation prevap, checking
_ whether assigning a new value to the ‘prev’ attribute is safe.

B Here we are assuming some propérties of objects of classes (notion
used in SIMULA, LOGLAN). We do not pretend that our understanding
of their properties is complete. For example, we are not explaining the
difficult question of identification of objects nor differences between
copies of the same object. These questions will be studied more system-
atically elsewhere.

The alphabet of the language of ATSL contains the individual vari-
ables, predicates, functors, and other signs.

The set of individual variables is split into three disjoint subsets:

V—set of variables of type E,

V,—set of variables of type L,

f Vs—set of variables of type S.

: In the following description of sets of predicates and functors we
shall use the letters E, L and S to denote the sorts of arguments and
i results.

‘ ' The predicates of the language are:

=y: ExE- B, where B, is the two-element Boolean
i - algebra,
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isnone: L — By, .
ap: LxL — B,.
The functors of the language are:
tops: §S— L, topsa: SxL— S,
newSeS, nonecl,
newl: F— L,
elem: L > E, elema: LxE- L,
. bprevi L L, prevap: ap— L.
The notation elema: LxE — L should be read: the first argument
of clema is of the sort L, the second argument is of the sort E, the result

of elema operation is of the sort L.
The sets of formulas and of programs are constructed as usual.

Notation’
1. We shall use a postfix notation for tops, elem, and prev functors,
i.e. instead of prev(/) we shall write Lprev.
2. Without loss of generality we can assume that functors topsa,
elema and prevap will appear in the following context only:
s .= topsa(s, ), where L is the type of 7.,
I := elema(l, 7z), = where E is the type of g,
I := prevap(l, ).

i

This allows us to use the following shortened forms below:
s.tops 1= 7y,
Lelem := 7z,
Lprev := 1.
Axioms
Asl isnone(none),
As2 isnone (new L(e).prev),
As3 e =pnewL(e).elem,
As4 while ~isnone()) do / := Lprev od true,
AsS  (s.tops := D) (s.tops =, ),
As6 ap(l,l) = @I')I" = prevap(l, r),
AsT (ap(l, I')Ae =g Lelem)
= (Lprev :=I)(e =g elem A /. prev = I'A ~isnone())),
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As8 (I =, Lprev = (lLelem := e))(e = lelemAl’ =, Lprev),
As9 (I =, I =begin Il :=1; 12 :=1"; bool := true;
while bool A ~isnone(/1) A ~isnone(/2) do
bool := bool A (/1.elem =y /2.elem);
Il := Il.prev; I2 := [2.prev; '
od
end (bool Aidsnone(I1) A 1snone(12))
Asl0 ap(/,!) = begin /1 :=I’; bool := true;
while bool A ~isnone(/1) do
if It =, I then bool := false; else
11 := I.prev fi
od :
end bool.

It is not obvious that ATSL is a consistent theory. In order to prove
this we shall construct a model of ATSL starting from system <E, = -

An object / from the set L will have the structure of a valuation of
elem and prev variables shown in Figure 12.1

I: lelem | prev
e Iz

Fig. 12.1

and a similar, even simpler structure will have objects from S, as shown
in Figure 12.2.

S tops
/

Fig. 12.2

In order to draw the model SL shown in Figure 12.3 we shall limit
ourselves to the case where E = {ei, e;, es}; the reader will see that
this limitation. is inessential.

The tree SL contains diagrams of the operations: tops, elem, prev,

‘new S, newL and none. For the remaining operations we assume the

following definitions:
elema(/, e)—for a given / find its brother /" such that /'elem =ge,
this I’ will be the value of elema(l, ¢),
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topsa(s, )—find s’ such that s'.tops =L 1,

ap(l, ') = there is no path from /' to /,

prevap(l, I')—among the sons of I’ find /" such that /”.elem =y Lelem
(remember that prevap(/, I') is defined only when ap(/, /') holds),

isnone = {none}.

It is not difficult then to prove the following theorem:

THEOREM 12.1. The SL tree described above is a model for ATSL. [

We can now show that ATS theory is interpretable within ATSL.
Let us assume the following definitions: :
empty(s) £ isnone(s, tops).
push(e, s) £ begin s1 := new.S; /1 := newL(e);
Il.prev := s.tops; sl.tof)_s =11
end s1. = , :
pop(s) S begin if empty(s) then ERROR fi;
sl := newS; sl.tops := s.tops.prev
end sl.
top(s) £ s.tops.elem.

’ ar !
=g 8 = S.tops =, 5.tops.

THEOREM 12.2. The theory ATS is iﬁterpretable within ATSL theory,
i.e. axioms A1-A6 of ATS theory are theorems in ATSL theory augmented
by the above definitions.

PROOF.
Ad Al From T we have

(s := s)(s =5 51).
From As5 we have
(s1.tops := s.tops.prev)(sl.tops = s.tops.prev);
Combining these facts we have
(s.tops =, /= (begin sl := newS; sl.tops := s.tops.prev;
s := 51 end)(s.tops = Lprev)).
Making use of definitions of empty and pop, and As4 we obtain
while ~empty(s) do s := pop(s) od true.
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Ad A2 Proof follows directly from the definitions of push and top.
Ad A3 By the definitions and As5 and As3.

Ad A4 By the definitions.

Ad AS From As7 and the definitions. ;

Ad A6 Compare with As9. O

Let M, and M, be two models of ATSL theory.
M, = {EUL;US;, tops, topsa, elem, elema, newS, new L,
‘ , none, ap, ...»,
"M, = {EUL,US,, tops, topsa, elem, elema, new S, new L,
none, ap, ...»

with the same set of elements E. With this we have the following result.
THEOREM 12.3. Models M, and I, are isomorphic. O
Consider the system described by the tree SL and observe the following.

THEOREM 12.4. The least subsystem of SL containing EL {none}u
U {new S} and closed with respect to the operations push, pop and top
is the system SL itself, i.e. the SL is generated from Ey {none }U {newS'}
by the push, pop and top operations.

The proof is straightforward. It is easy to see that every ‘clement
in the SL tree can be obtained by a finite number of push operations,
either explicitly if it is an S-element or implicitly if it belongs to L. []

The meaning of the last theorem may be explained and utilized
in the following way. It is possible to implement stacks in terms of ATSL
in such a way that the operations of ATSL are internal and hidden,
but the operations of ATS are external—the only ones accessible to
the user.

13. IMPLEMENTATION OF STACKS IN LOGLAN PROGRAMMING
LANGUAGE

The results of the previous section justify the introduction of the fol-
lowing program constituent. Its orthography is taken from the LOGLAN
programming language designed at the University of Warsaw.
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unit STACKS: class

begin virtual: function eq(a, b: element): Boolean;
{we assume that eq is an equivalence relation}
hidden protected link;
mit element: class begin end element;
unit link: class (elem: element); begin

variable prev: link end link;

unit stack: class begin variable tops: link end stack;
function empty(s: stack): Boolean:

begin result := (tops = mone) end empty;
function top(s: stack): element:
begin result := s.tops.elem; end top;

function push (e: element, s: stack): stack:
variable /1: link, s1: stack; '
begin :
I1 := new link(e); s1 := new S;
L Ii.prev := s.tops; sl.tops :=I1;
=Y ‘ f result := sl :
end push;
function pop(s: stack): stack:
variable s1: stack;
begin
if empty(s) then ERROR fi;
s1 := new S; sl.tops := s.tops.prev;
result := s1 '
end pop;
function eqs(sl, s2: stack): Boolean:
variable /1, /2: link, bool: Boolean;
begin
11 := sl.tops; I2 := s2.tops; bool := true;
SR while bool /1 s none AJ2 5 none do
l G bool := bool A eq(/1.elem, [2.elem);.
’ J1 := Il.prev; I2 := I2.prev

od
L result := (bool All = none A2 = none)
' ’ end eqs:

- end STACKS.
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STACKS may be viewed as an algebraic system of three sorts el-
ements, links and stacks with three predicates—eq, empty and egs,
and three operations—top, push, pop. Let us denote the set of all objects
that belong to a type ¢ by |¢].

STACKS = (lelement|u|link|u|stack], empty, eq, egs, top,

pop, push).

About element-objects we assume nothing except that there is a bi-
nary predicate eq.

- The structure of a link-object agrees with the earlier picture (see

Figure 13.1) where ¢ €lelement|, / €|link| and none is also a link-object.

elem | prev
e !
Fig. 13.1

The structure of a stack-object is as shown in Figure 13.2.

tops
!

Fig. 13.2

From Theorem 12.4 we know that if we limit ourselves only to those
objects which are generated by the push operation, then the resulting
subsystem will be a model for ATS (neglecting links since they play"
only an auxiliary role). The line

hidden protected link;

serves the purpose of showing that the link is accesible only in func-
tions declared in the STACKS type.

We should now like to show that the STACKS declaration serves
as a definition of a family of similar algebraic systems.

Let a set E possess a definition in the form of type declaration

unit E: class...end E;

and let eq be a Boolean function determining the equality of two given
elements of the set E:

function (eq e, ¢': E): Boolean:...result := ...
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We are able to form a definition of the system of stacks over E con-
catenating the previous definition of STACKS with the one above.
This is done by prefixing (a notion familiar from SIMULA 67 and
LOGLAN).
wnit STACKS OVER E: STACKS class
unit E: element class ... end E;

end STACKS OVER E.
Since STACKS prefixes STACKS OVER E and element prefixes E,
every object prefixed by such a type behaves as if it possessed all the
attributes of the prefixing type. '
This last definition may be used as a prefix in front of a program
written.in the language of the defined system.
pref STACKS OVER E block
variable e, el, €2: E, I, I': link, s, s1, §': stack;

{Objects of the types E, link, stack may be created
only by new stack, new link, new E, pop, push oper-
ations. No change of attributes of link objects is
possible. The program written here can use top, pop,
push, empty, eqs, eq operations on stacks}

end.

14. QUEUES

We are now going to interpret dictionaries within queues, so-we must
introduce the algorithmic theory of queues ATQ. ATQ s a two-sorted
theory. Let E and Q denote its two sorts.

Variables of sort E will be denoted by e, ¢, etc.; variables of sort Q
will be denoted by g, ¢’ g1, etc. The specific signs of the theory are
listed below; '

em: Q — By,
put: ExQ — Q,
out: Q0 —» Q,

fr: Q- E,

=g: ExXE—> By,

=q: O%XQ — By.



14. QUEUES 177

Axioms of queues.
Aql while ~em(g) do g := out(q) od true,
Aq2 (em(q) = (g =c out(put(e, 9))))s
Ag3 (~em(q) = put(e, out(q)) =¢ out(put(e, g))),
Aq4 (em(g) = (e =z fr(put(e, 9)))),
Ag5 (~em(q) = fr(put(e, 9)) =x fr(9)),
Aq6 ~em(put(e, 9)), . :
Aq7 q =¢ q = begin gl := g; ¢q2 := ¢’; bool := true;
" while ~em(gl) A ~em(g2) Abool do
if fr(ql) # fr(g2) then bool := false fi;
gl := out(ql); g2 := out(g2);
od ’
end (boolAem(gl) Aem(g2)).

THEOREM 14.1 (Representation Theorem for ATQ Theory). Every
model of ATQ is isomorphic to the structure of finite sequences over
the set E of elements of the given model with obvious operations on the

sequences ;
put(e,s), adjoin the element e to the sequence s at its end,
fr(s), first element of the sequence s, if it is not empty,
out(s), delete the first element of s,
em(s), the sequence s is empty. O

After this brief presentation of the theory of queues we shall define
an interpretation of dictionaries in the algorithmic theory of queues.
It will consist of four definitions, which can be conceived as an exten-
sion of the theory ATQ introducing new primitive notions and four
axioms. _

The following vocabulary defines-an interpretation of ATD theory
in ATQ theory k

-DEFINITION 14.1.
mb(e, q) = begin gl := g; bool := false;
while ~em(gl) A ~bool do

el := fr(gl);
if e =g el then bool := true fi;
gl := out(ql)

od

end bool. ‘ ' 0
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DEFINITION 14.2.
in(e, ) = begin gl := g;
if ~mb(e, q1) then gl 1= put(e, g1) fi
end gl. ‘ O

DERINITION 14.3.
del(e, ) = begin gl := ¢;
if mb(e, g1) then
while ~em(g2) do g2 :='out(q2) od;
while ~em(gql) do

el := fr(ql);
if e # el then g2 := put(el, 42) fi;
gl := out(ql)
od;
ql :=q2 )
fi |
end gl. O
DEerINITION 14.4.
amb(g) = fr(9) O

We need not redefine the predicate em.

In order to prove that the vocabulary presented above is the correct
implementation of dictionaries in queues we need to prove that for-
mulas Al-A6 from Chapter 3, § 3, are theorems in the extension
of the theory ATQ obtained by adding definitions 14.1-14.4_as extra
axioms.

We shall limit ourselves to the proof of

Al while ~em(g) do g := del(amb(q), g) od true.

In the proof we shall use the Representation Theorem for ATQ Theory.
amb(g) is the first element in the sequence g, and del(e, g) denotes
the sequence obtained from the sequence ¢ by deleting all occurrences
of the element e. Hence, formula Al is valid in every model of ATQ,

‘ and by the Completeness Theorem it is a theorem of extended ATQ.

In this way we have defined an implementation of dictionaries and
proved its correctness. One can define other implementations, €.g. in
arrays or in arrays of queues, i.c. hashtables.
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15. BINARY TREES

Let 4 be a set whose elements will be called afoms. We shall give a spec-
ification of the structure of binary trees with atoms associated to leaves.
The structure has two sorts:
A—the sort of atoms,
T—the sort of trees.
The sorts A and T are not disjoint; we assume 4 < T.
The operations of the structure are as follows:
c: TxT—->T,
e: T — By,
a: T— By,
I: T T,
r: T-T,
I, r are partial operations, not defined if the argument is an atom.

The axioms of binary trees are:
TR1 (Vte T)(a()ve(®) vt = c(I(t), r(t)));
TR2 (V1y, t, € T)I(c(ty, 1)) = 113
TR3 (Vt;, t, e D) r(c(ty, 1)) = 155
TR4 (Vi;,t, € T) ~e(c(ty, ) A ~a(c(ty, t2));
TRS (Vt € T) while ~e(f) A ~a(f) do
if e(I(®) v a(l(®)) then t: = r(t)
else 22 = c(I(l®), c(r(l(®)).,r®)))
fi
od true;
" TR6 (Vt,1, € T)((e(t)ne(ty)) =t = 1,).
A standard model for these axioms is the set of S-expressions. S-ex-
pressions constitute the semantic basis for “pure” LISP programming
language.

DeriNiTION 15.1. The set of S-expressions over the set A is the least
set of expressions such that:

1° it contains the set Av {nil};

2° for every two S-expressions T, and 7, the expression (t,-7,)
is also in the set of S-expressions. O

THEOREM 15.1. Every model of the axioms listed above proper for
identity is isomorphic with a model in the set of S-expressions.
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ProOF. It may easily be observed that the set of S-expressions with
an obvious interpretation of the functors ¢, /, r and predicates a and e
is a model of axioms TR1—TR6. Observe that the axiom TRS excludes
elements outside S. It is obvious that TRS5 rejects infinite trees. Let
us note that axiom TRS excludes elements like that shown in Figure
15.1.

Fig. 15.1

The program in TRS5 will not terminate on this input. Our axioms
do accept directed acyclic graphs (dags). One can say that dags appear
when we identify the subtrees of a given tree which have the same
structure. In this way we have touched on the problem of identification
of objects in a data structure. Our axiomatic theory deals with an ab-
straction of the notion of binary tree. For a more realistic treatment,
the notion of reference should be included. This allows us to explain
why two objects of the same structure are treated as though they are
different although they are in fact basically the same. ]

These problems will be studied later (cf. Chaptér VID). )
Let us recall another specification of trees (cf. Kuratowski and
Mostowski, 1967). A data structure A of the signature

A =LA, f, ao)
where ap €4, 4 > A4, is called a tree iff it satisfies the axiom:
(Va € A) while a # a, do a := f(a) od true.

The axiom given above rejects dags and other graphs. One does not
meet this specification on its own very frequently in computer science
literature. In practical applications it should be combined with the
previous definition of binary trees.
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16. BINARY SEARCH TREES

Let E be a set linearly ordered by the relation <. A binary search tree
is a labelled binary tree in which each vertex w is labelled by an el-
ement e(w) € E and where:

(a) for every vertex g in the left subtree of w: e(q) < e(w),

(b) for every vertex g in the right subtree of w: e(w) < e(g).

Binary search trees are usually implemented with the help of the
following declaration of type:

_ umit N: class (v:E); variable /,r : N; end N;
which is related to the following signature:

{E U N, v, I, r, newN, ul, ur, isnone, =g, <z,
where
newN: E—'N,

v:N->E [I:N—-N, r:N-N,

ul:NxN—-> N, ur:NxN-— N,

isnone: N — B,,

= and <j are relations of identity and of linear order in E.

For programming languages the type declaration of N is to be in-
terpreted as a description of a class of objects of the structure shown
in Figure 16.1.

n:y v e
! n
r n,
Fig. 16.1

The class N also contains an empty object denoted none.

The operations listed above have the obvious meaning v(n)—read
the value of ¥ in the object n, I(n), #(n)—and indicate the objects asso-
ciated with n as the roots of its left and right subtrees respectively.
The operations ul and ur update the values of / and r. In a programming
language the instructions » := ul(#’, n) and n := ur(n’, n) are written
nl:=n" and n.r:=n', and we shall keep to the same convention
here. We shall also write ».v instead of v(n), and similarly n./ and n.r
instead of I(n) and r(n).
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An algebraic structure of the above signature will be called a bi-
nary search tree if it satisfies the following axioms B1-B9:

B! pewN(e)v = e
{the' value of the attribute © of the newly created object is e}. -

B2  isnone (newN(e).l),

B3 isnone (newN(e). r) ‘
d object the attributes / and r have the value none, hence

{in a newly create
a leaf}.

any object obtained by newlN (e) should be interpreted as
The following definition will be used in axioms B4 and B5:
mbl(e, n) = begin nl := n; bool := false;
while ~ isnone(nl) A ~bool do
if nl -o = e then bool := true else

if e < nl-v then nl := nl.l else
nl :=nlr fi

fi
od
end bool
{the mb relation defined above is the relation of membership}.

B4  (mb(e,n.])=e < no).

B5 (mb(e, n.l) = nv < e)
{for every non-empty tree with a root n, every member of its left subtree
is less than the value associated with the-root n and every member of its
right subtree is greater than the value associated with the root n}.

B6 (isnone(n) v
begin
n = n;
while ~ isnone(n') do
if isnone(n’.]) then nl := n'.r else
nl := newN('.l.v);
nl.l:=n'Ll; n2 :=newN(®'.v);

2.0 = n'.Lr; n2.r 1=n'r;
nl.r :=n2

fi;

n :=nl

od
end true)
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{for every element », n is the root of the finite binary tree (cf. Defi-
nition 15.1)}.
B7 ((nr=n"Anv=en
(begin
n2 :=n';
while ~ isnone(n2.r) do n2 := n2.r od;
if n2.2 < n.v then bool := true else
bool := false fi
end bool) v isnone(n'))
=l :=n)nr=n"Anv=enrnl=n)
{if the greatest element in the tree »’ is less than n.v or isnone (n')
then the assignment associating-#’ as the left son of n is well defined
and the remaining attributes of # are untouched}.
B8 ((nl=n"Anv=en
begin:
n2 := n'; while ~isnone(n.2!) do n2 := n2.l od;
ifn2.v > n.vthenbool := true else bool := false fi
end bool v isnone(n’)) :
=(r:=n)nl=n"Anv =ernr=n))
{if the least element in the tree n is greater than n.v or isnone(n’) then
the assignment associating »’ as the left son of # is well defined and the
remaining attributes of n are untouched }
B9 The set E is linearly ordered by the relation <.
The set of axioms B1-B9 is consistent due to the following theorem:

THEOREM 16.1. The algorithmic theory of binary search trees ATBST
has a model.

ProoF. Let us consider the set S of expressions over the set E which
includes the expression ( ) representing none and where for every e € £

1° the expression (() e ()) is in S;

2° if two expressions » and 7 are in S and if for every clement f
occurring in », f < e, for every element f occurring in 7, f > e, then
the expression (ver) is in S;

3° § is the least set of expressions closed with respect to 1° and 2°.
The interpretation of functors is as follows

isnone(») Sy = ()

newN@) = ((Je())s ‘
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and for every » #( ), if it is of the form (ver), we put
() =e I0)=v9 r@)=rm,

The operations ul and ur are partial operations defined in the fol-
lowing way. Let n denote an expression (ver) and let ' be another express-
jon. The operation ul(n, n) is defined iff all elements of E occurring
in ' are less than e and ul(n, n') = (n’e7), i.e. we replace the left subtree
of n by »’ provided that tree »' contains only elements less than e.

The definition of ur is dual.

It is easy to verify that all axioms are valid in this structure. |

We shall now formulate the following theorem:

THEOREM 16.2. Every model ofraxioms B1-B9 is isomorphic with
a standard model defined above.

N

The axiom B6 ensures that every tree can be traversed in a finite
time. The problem of directed acyclic graphs will not appear since
axioms B4 and B5 assures that no two subtrees- of a tree have the
same structure. . ) O

17. AN INTERPRETATION OF THE THEORY OF PRIORITY QUEUES

We aim t0 prove that there exist an interpretation of the theory of prior-
ity queues in the theory of binary search trees ATBST. The interpre-
tation retains the structure of the universe and extends the set-of oper-
ations. The definitions of member, insert, delete, min operations are
algorithmic. One can prove the axioms of priority queues in the theory,
which results from joining new axioms to ATBST. In this way we
approach our goal of verification of implementation. Implementation
in this case consists of a set of definitions. This is a correct implementa-
tion since one can prove.
Let us consider the following definitions:

DVEFINITION 17.1.

min(z) = if isnone(n) then ALARM else nl := n fi
(while ~isnone(nl.)donl :=nl.l od nlv). O
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LemMa 17.1. For every n # none the value of min(n) is defined.
For the proof it suffices to observe that every computation of the
instruction while ~isnone (nl.l) do nl := nl.l od is finite. This
follows from the Representation Theorem 16.2. O

DerFINITION 17.2.

member(e, 1) = begin nl := n; result := false;
while ~ result A ~isnone(z1) do
if ¢ = nl.v then result := true else
ife < nl.w then nl := nl.l
else nl := nl.r fi

N i
od
end result. O
LemMA 17.2. The program in Definition 17.2 always terminates. 4

LeMMA 17.3. If the value of min(n) is defined then
(Ve) (member(e, n) = min(n) < e). O

DerINITION 17.3.
insert(e, r) £ begin nl := n; bool := false; n3 := nl;
while ~ isnone(nl) A ~booldon2 := nl;
if ¢ = nl.v then bool := true else
if e<nlo then nl :=nl.l
else nl := nl.r fi
fi
od;
if ~bool then
if isnone(n2) then n3 := newN(e) else
if e < n2.9 then n2.l := newN(e)
' else n2.r := newN(e) fi

\

fi
fi
end n3. O

LeMMA 17.4. Let M denote the program in Definition 17.3. For every
e € E; for every neN: " ‘
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(i) M member(e, n3),
(i) for every ' # e,
member(e, nl) = M member(e, n3). : O

In order to save space we shall informally indicate the structure
of a deleting procedure. The reader will find it, in a modified version
in the following section.

DEFINITION 17.4.
. delete(e, n) = begin

{search n} .

{suppose e is found at nlAafather of
nl = n2}

{if nl is a leaf—delete nl1}

(if n1 has exactly one son—make the
father n2 of nl father of the son}

{if n1 has two sons—find the least el-
ement min(#l./) in the right subtree
of nl. Delete min(rl.r) from the tree
with the root(nl.r). Make this element
the root of the subtree nl}

n3 := tree constructéd above.

end n3. . 0O

LemMMA 17.5. Let K, denote the program sketched above. For every
e € E and for every neN.: '
" (i) K ~member(e, n3),

(i) for every €' # e, member(e’,n) = K member(e’, n3). ]

Making use of Lemmas 17.1-17.5 we can formulate the next theorem.

THEOREM 17.6 (on the interpretation of the theory of priority queues).
All axioms of priority queues are provable from the axioms of binary
search trees and definitions of the operations insert, delete, member
min, empty. ’ : |

This means that given a model of the theory of binary search trees
we can define a model of the theory of priority queues. Moreover,
since all definitions are algorithmic we can construct such a model
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in an effective way. The theorem on the interpretation of the theory
of priority queues in the theory of binary search trees justifies the imple-
mentation of priority queues given below.

18. AN IMPLEMENTATION OF PRIORITY QUEUES

In this section we shall give a declaration of an encapsulated data type
priority queue in binary search trees.
* unit BST: class (type E; function less(e, ¢:E): Boolean);
unit node:class (v:E);
variable /, r:node;
end node;
unit min: function (n:node):E;
hegin
Whllenl # none do n ;= nl od;
result := a.v
end min;
unit member: fanction (e:E, n:node): Boolean;
- variable #nl:node, bool: Boolean;.
begin :
nl := n; bool := false;
while none # nl A ~bool do
-~ if nl.v = e then bool ;= true else
if ¢ < nl.v then nl := nl.l else
nl:= nl.r fi
fi
od; .
result := bool
end member;
* unit empty: functlon (n:node): Boolean;

begin
if n = none then result := true else
o result ;= false fi
end empty;

unit insert: function (¢:E, n: node) node;
variable nl, n2, n3:node, bool: Boolean;
begin
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nl := n; n3 := n; bool := false;
while ~none = nl A ~bool do
n2 1= nl; :
if e = nl.v then bool := true else
if e < nl.v then nl := nl.l else
' nl :=nl.r fi
fi !
od; : ' ‘
if ~bool then
if none = n3 then 73 := newN(e) else '
if e < n2.v then n2.l:= newN(e) else
n2.r := newN(e) fi
fi
fi;
result := #3
end insert;
mit delete: function (e:E, n:node): node;
variable nl, n2, n3, nd, n5: node, bool, leftson:
Boolean;
begin
nl := n; n3 := n; bool := false;
while ~none = nl A ~bool do
n2 :=nl;
if ¢ = nl.o then bool := true else
if ¢ < nl.v then nl := nl.[ else nl :=nl.r fi
fi
od;
if bool then {e found in nl and »2 is the father
of nl} '
if ¢ <n2.v then leftson := true else
‘leftson := false
fi; {leftson iff nl is the leftson of n2}
if n1.7 = none Anl.r = none then {nl is a leaf}
if leftson then »2./ := none else
‘n2.r := none fi
else {nl is not a leaf}
if #1.] = none then {nl has no leftson}



18. IMPLEMENTATION OF PRIORITY QUEUES 189

if n1 = n then n3 := nl.r else
if leftson thenn2.l := nl.relse
n2.r:= nl.r fi
fi
else , _ _
if nl.r = nope then {n1 has no right son}
if nl = n then n3 := nl.l else
if leftson then #2.l := nl.l else
n2.r :=nl.r fi
fi
else {nl1 has two sons}

n4 1= nl.r;
while 74.] # none do n5 := n4;

' nd ;= nd.l od;
nS.0 := nd.r;

nlo = ndo
fi
fi

fi
fi {if bool};
result := n3
end delete

end BST. B
There exists another possibility where one can avoid making E
a formal parameter of type BST. In order to do this, we apply a con-
catenation of type declaration and virtual procedure
unit BST' : class;
unit £ : class; end E;
unit less : virtual function (e, e : E): Boolean; end less;
unit node : class(v : E);
variable /, r : node
end node;
unit min ...
unit member ...
unit insert ...
mit empty ...
unit delete ...
end BST'.
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Units BST and BST' are two different implementations of a problem- .
oriented language. Different environments are required in order to
apply BST and BST'. LOGLAN allows parametrized-type declarations
like BST. Notice that concatenation of type declarations is another
solution of generic-type declarations. BST' can be conceived of as a de-
scription of a whole family of data structures. It represents a pattern
which is to be completed by a user. '

That is to say, the declaration

unit myBST : BST’ class;
unit Elem : E class ... end Elem;
unit less : function (e, ¢’ : Elem); Boolean ... end less;
end myBST
represents an extension of BST' by one concrete set Flem and the corre-
sponding relation less. ‘
In order to apply such a problem-oriented language we write
pref myBST block \
{declarations e.g. n, n: node, e, €' Elem}
begin ’ _
{instructions e.g. n := delete (e, M)}
end.

19. ARRAYS

This frequently used structure allows us to treat finite sequences of
elements of a given sort E together with the operations: access i-th
component of a sequence and update i-th: cOmponent of ‘a sequence.
The idea seems simple but there are some hidden traps, however. The li-
terature on arrays quotes the instructions and various interpretations
of their meaning (cf. van Emde Boas and Janssen, 1977).

By a data structure of one-dimensional arrays we shall understand
any system . ‘

(Eu Ar u N, put, det, lower, upper, newar, Succ, emptyc,
’ emptyar, 0, =, <),
where E, Ar, N are sets of data structure. N is the set of natural num-

bers, E—a non-empty set of elements, 4R—a non-empty set of arrays.
The operations of the data structure are as follows:
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put: Arx Nx E — Ar, get:ArxN — E,

lower: 4r — N, upper:Ar —» N,

newar:N x N — Ar, empty € E,

emptyar € Ar, succ:N — N,
0eN.

= is the identity relation, < is the ordering in the set of natural
‘numbers. Instead of succ(x) we shall write x-+1.

Variables of sort E will be denoted by e, €', e,, etc, variables of sort
Ar will be denoted by a, a’ etc., variables of sort N will be denoted
by i, j, I u

Specific axioms of arrays.

(D (~a = emptyar = lower(a) < upper(a))'

2) ((~a = emptyar Alower(a) < upper(a))
= get(put(a, i, €), z) = e)

?3) (~a= emptyar/\lower(a) < i < upper(a)) =

(lower (put(a, i, €)) = lower(a)A
A upper (put(a, i, €)) = upper(a)));

@ (! < u= (lower (newar(/, u) =
: A upper (newar(/, u)) = u)); ,
(5). (l < u = begin a ;= newar(l, u); é:: I; bool := true;

while L, < u Abool do

bool := (get(a, i) = emptyar);i := i+1
od » :
end bool);

(6) ((~a = emptyar A lower(a) < i < upper(a)) =
' begin ah= put(a, i, €); j := lower(a); bool := true;
while j < upper(a) A bool do
if i # jthenbool := (get(a,j) = get(a’,j));j :=j+1fi
od
end bool).
To the above axioms we add axioms of natural numbers (cf. § 7)
and axioms asserting that operations are undefined in certain circum-
stances. We Shall give one example of an axiom of this type

D ((a = emptyaer < lower(@)vi > upper(a)) =
get(a, i) = ERROR '),




192 IV ALGORITHMIC PROPERTIES OF DATA STRUCTURES

where ERROR denotes the never-terminating program while true
do od.

One can verify that this set of axioms is consistent since there exists
a standard model of it. In the model arrays are conceived as triples,
each triple consisting of a finite sequence of elements of sort E and a pair
of natural numbers /, u. The length of the sequence is equal to (u—/+ D.

The appropriateness of the specification given above is verified
by the following theorem:

Trrorem 19.1 (Representation Theorem). Every model of the theory
of arrays is isomorphic with a standard model. |

Tn this example we can already observe the modularity of our approach.
The theory of arrays includes the theory of natural numbers. The spec-
ifications are joined in order to define the more complicated objects
of arrays. In the following section we shall see another example of this
technique. The specification given above is sufficient to explain the
computational phenomena of arrays if the programming language
satisfies certain assumptions: 1° every array is identified by only one
name—variable of array type, 2° every array is created at declaration
time and is accessible as long as its name is accessible, 3° the only oper-
ations admissible are those of the indexed variables: read or update
a value of an indexed variable.

There is a class of programming languages which admits arrays
richer in operating possibilities, 4° an array can possess more than one
name, i.e., many variables can point to the same array, 5° it is possible
to make an assignment on an array variable and compare their values,
6° arrays are created (ahd deleted) dynamically during computations
of programs, there is no syntactic guarantee that the value of a variable
points to an array (cf. 2° above), 7° it is possible to read the lower and
upper bounds of an array.

For languages like LOGLAN and others, our theory of arrays is
not sufficient, and the notion of reference must therefore be introduced.

In what follows we shall use a notational convention close to that
of programming languages: v

get(a, i)  will be replaced by ali,
a = put(a,i,e) will be replaced by ali]:=-e.
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20. HASHTABLES

The reader has no doubt seen a few examples of interpretation—imple-
mentation where an implementation of a data structure retained sorts
and simply introduced new operations. Hashtables are a good example

of a different kind of situation. A concise definition would read: a hash-

table is an array of queues. Two modules of queues and of arrays are
needed in order to implement hashtables. Moreover, a sort E of ele-
ments is mentioned in the definition of hashtables below. The spec-
ification ‘of this sort is almost void; we assume only that there exists
a function 4:E — N enumerating the elements of the sort E. It is as-
sumed additionally that the image 4(F)is a finite set. In fact our definition
of hashtables will be generic for the whole family of similar data struc-
tures. They differ in sorts E and functions 4.
The data structure of hashtables consists of five sorts:

N,E,Q, Ar, HT.

The language of our theory is the union of the languages of queues
and of arrays. Additionally, we have a functor A:E — N. We shall
consider queues of elements from set E and arrays of the queues.

To the axioms of queues of elements (cf. § 14) and of arrays of queues
we add axioms defining operations on dictionaries:

insert(e, s) = begin i := h(e);
s[il := in(e, s[i])
end s;
delete(e, 5) = (s[h(e)] := del(e, s[h(e)]))s;
member(e, s) = mb (e, s[r(a)]);
' amember(s)—in order to find a member of s it is satisfactory
’ to find a non-empty queue among s[1], ..., s[u]
and an element in it.

The proof of correctnes of the implementation given above is easy
(cf. § 14). Again we can make use of the Representation Theorem for
arrays in order to convince ourselves that the definitions above induce
a model of dictionaries. ‘
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21. RATIONAL NUMBERS

In this section we shall present some results concerning programmab\-
ility in the field- of rational numbers L (cf. A. Kreczmar, 1977).
First, we shall prove that the stopping property of Euclid’s algorithm:
E: while x # y do - '
if x > y ther x i=x—yelsey:=y—xfi
od ‘

characterizes the field of rational numbers up to isomorphism.

’

THEOREM 21.1. For every ordered field §, if & is a model for the for-
mula

(Buc) (Vx,»)((x >0Ay > 0)=E true)
then F is isomorphic to Q.

ProoF. BEvery ordered field contains a subalgebra isomorphic with
the field of rational numbers . Hence it is sufficient to prove that
every element e of the Euclidean ordered field § is of the form k/m
where k and m are integers. Consider two arbitrary positive elements
Xo, Vo of §. By the (Euc) axiom we know that the computation of Euclid’s
algorithm is finite. The sequence of consecutive values of the vari-
ables x, y is finite. Let us denote it by

(XO: yO)? e (xna yn)-
All values x;, y; are positive and x, = y,. There exist positive integers
k, and m such that x, = k'x, and y, = m-x,. Hence Xyt
='(k-1)+(m-1)7, i.e. every element of the field § can be represented
as a rational number.

THEOREM 21.2. For every ordered field , if & is Euclidean then &
is Archimedean (cf. § 1 of this chapter). '

PROOF. Suppose that & is not Archimedean. There then exist two
elements x,, yo such that for every natural number n, (n°Xg) < Yo-
This implies that for these x, and y, Buclid’s algorithm does not ter-
minate since for every n,

Yo—HN X > Xg. O
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" TuEoREM 21.3. 4 total function f: Q — Q is programmable in Q iff
there exist three total recursive functions g, h, j such that

=k m) = (g(n)—h(k))/i(m)

for all natural numbers n, k, m. O

22. COMPLEX NUMBERS

We shall prove that the algorithmic theory of complex numbers is
“hyperarithmetical (cf. Grabowski, 1978). On the other hand the set of
Engeler’s algorithmic properties, i.e. Boolean combinations of for-
mulas K« (where « is an opén formula and K is a program), is axio-
matizable and IT9-complete. '

We shall study the properties of the field of complex numbers

(S: = <C: +, =,k /a 09 1’5=>'
Observe that the class # of algebraically closed fields of characteristic
zero with an infinite degree of transcendency is axiomatizable by algorith-

mic formulas. Indeed, in Section 1 we have seen the axiom y of fields
of characteristic zero ' ’

9] ~(z := 1)(while z ;é Odoz:=z+1 od true).

Let 4’ denote the set of axioms of algebraically closed fields of char-
acteristic zero. Let {P;(x, 1, ..., Vs)} denote a sequence of all n-th
degree polynomials with rational coefficients and ‘indeterminates x,
Y1, ---» Ya- There exists a program K which for given data (x, yy, ..., Yu, i)
computes the value of the i-th polynomial in the sequence {P;(x, yy, ...
.... ¥V} and assigns it to the variable z. Consider the following algo-
rithmic formula @,(x, ¥, ..., Yu):

begin

z:=1;1i:=0;

while z % 0 do i := i+1; K(i, 2) od
end true.

”

It defines the property: “x is algebraic with respect t0 yi, ..., ¥n-
To the set A" we add formulas

(VP15 ey Vu) (Elx) ~@ux, 1, ..., yn) for every natural n

The resulting set will be derioted by 4. It is easily seen that the class o~
is characterized by the set 4 of axioms and that A is a recursive set.
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THEOREM 22.1. (Vaught, 1973). Let 1, &2 be two fields of the class .
The algorithmic theories of &, and. &, are equal, i.e. fields Gy and §,
are algorithmically equivalent.

PrOOF. Suppose the contrary; then there is a sentence o such that

Fi e and F E ~o

Consequently 4 U {«} and 4 U {~«a} are consistent sets. By the Down-
ward Skolem-Lowenheim Theorem (Theorem 3.3, Chapter III) there
exist enumerable fields §¢ and 5 which are models for Au{a} and
AU {~a}respectively. {5 and §$ are fields of characteristic zero, alge-

braically closed and with an infinite degree of transcendency. By Steinitz’s
Theorem (Vaught, 1973) they are isomorphic. T his is a contradiction. [0

From Theorem 22.1 above we see that the set of theorems of the algo-
rithmic theory of the field of complex numbers, i.e., theory Th(C) forms .
an analytical set. In fact, by the Completeness Theorem Azaiff A+
Hence, A — o iff for every enumerable set D such that Audx = D
(here Ax denotes the set of logical axioms of AL) and D is closed under
the inference rules, the formula « is in D. ’

The theory Th(E) of complex numbers is not arithmetical since
for every arithmetical property p it is possible to construct an appro-
priate formula in the language of the field ¢ which defines p. Natural
numbers are definable in ©, hence we can relativize each occurrence
of an individual bounded variable to natural numbers. This transform-
ation in effective, hence we have proved that the set of first order sentences
valid in the standard model of arithmetics is recursively reducible
to Th(®). ’

To estimate the location of Th(C) in the analytical hierarchy we first
observe that it is either hyperarithmetical or I1].

LEMMA 22.2. The field of complex recursive numbers belongs to the
class A .

PrOOE. The complex numbers whose real and imaginary parts have
effective decimal representation form the algebraically closed field
of characteristic zero (cf. Rice, 1954; Mazur, 1963).

It remains to be proved that its degree of transcendency is not finite.
Let us suppose the contrary, i.e. that there exists a finite set of recur-
sive complex numbers ay, ..., @, such that for every recursive number x
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there exists a polynomial f € Q[x, x3, ..., Xs] such that f(x, a,, a,, :.., a,)
= 0. By a diagonalization -argument we shall prove that there exist
recursive numbers x such that for every polynomial £, f(x, a4, ..., a,)# 0.

We begin with an effective enumeration of all polynomials from
Q[x, X1, ..., X,]. A-polynomial f(x, ay, ..., a,) can be treated as a poly-
nomial of single variable x with coefficients determined by ay, ..., a,.
These coefficients are effectively enumerable. Each coefficient is a recursive
number -and‘a limit of a recursive sequence which is recursively con-
vergent. By Rice’s theorem at least one complex number which is the
root of a polynomial with recursive coefficients is the recursive limit
of an effectively given recursive sequence. In order to obtain other roots
of the polynomial in a uniform way we uniformly and effectively gener-
ate the coefficients of the quotient polyhomial. Now we can effectively
enumerate all these numbers which are roots of polynomials from the
sequence defined above. Let us denote this sequence of recursive complex
numbers by ¢y, ¢, ... There is a uniform algorithm of the generation
of the subsequent approximation of the i-th number so defined. The
construction of the necessary recursive real number x is easy. Ensure
that the i-th decimal digit of the real part of ¢; differs from the i-th
decimal digit of x. We compute ¢; with accuracy 10~'*1, If the two
last digits of the real part of this approximation are-not 00 or 99, then
we define the i-th decimal digit of x simply to be different from the
i-th digit of ¢;. If these two digits are 9 or 0 then we put the i-th decimal
digit of x equal to 5. . . S O

LEMMA 22.3. The field of recursive complex numbers is definable in the
algorithmz’c theory. of natural numbers. : S .0

THEOREM 22.4. The algorithmic theory of the field of complex numbers
is hyperarithmetical.

PROOF. Let & be a field isomorphic to the field of complex recursive
numbers definable in the system of natural numbers . By Lemma 22.2,
& belongs to the class # and, by Theorem 22.3; Th(C€) = Th(g). For
every formula o in the language of arithmetic of complex numbers we
can effectively construct a first-order formula «’ such that

G:]:oc iff NEo. | O

Consider now some 31mpler algorlthmlc formulas.
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THEOREM 22.5. An enumerable set of open (i.e. quantifier-free and
program-free) formulas is satisfiable in © iff its every finite subset. is
satisfiable in €. -0

The proof makes use of two facts and the following definition:

A field § satisfies the finite covering condition iff for every algebraic
variety A and every enumerable set {B;}ie, of algebraic varicties over
¥, if A < \UB;, there exists a finite subset I « wsuch that 4 = |} B;.

icw iel
(By an algebraic variety we mean the set of zeros of a finite set of poly-

nomials).

THEOREM 22.6. Let {A;}, {B:} be two enumerable sets of algebraic
varieties over a field & which satisfies the “finite covering condition”. If

U (Bi"'Ai) = 8’"

iew

then there exists a finite subset I = w such that
U Bi—4) = §"
Proof of this theorem can be found in Kreczmar (1977). ]

TueoreM 22.7 (T. Mostowski). The fields of complex numbers and real
numbers satisfy the finite covering condition.

The proof is to be found in Kreczmar (1977). O

Theorem 22.5 is an easy corollary of Theorems 22.6 and 22.7.
Another interesting corollary of the results quoted above is the
following theorem:

TreoreM 22.8 (Kfoury, 1972). There is an effective method of trans-
forming every total program K in € (i.e. such that Gi:Ktrue) into
a loop-free program M equivalent to K.

The proof follows from Theorem 22.5 and the observation that the
halting formula of the program K is equivalent to an infinite disjunc-
~ tion of open formulas. 1

Theorem 22.8 asserts the algorithmic triviality of the field of complex
numbers. ' .
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DEFINITION 22.1. Any Boolean combination of formulas of the form Ky,
where y is an open formula and K is a program, will be called an algo-
rithmic property. , O

THeOREM 22.9 (Kreczmar, 1977). The set of algorithmic properties
valid in field € is a II3-complete set. 1,

The following theorem gives an axiomatization for the algorithmic
properties valid in the field €. Recall that ¥ denotes the axiom of fields
of characteristic zero.

THEOREM 22.10. For every algorithmic property f
C=p if xrpB -

ProOF. It is obvious that € is of characteristic zero. Now suppose
that for a field F of characteristic zero 8 is not valid. Without loss of
generality we can consider g to be of the form

(\/oti(xl, ...., xn) => \/ ﬂj(xl, caey x,,)).
iew Jjew

If B is not valid in F then
FE@xy, ..., x,) \/ (X1 s cens Xn) A /\ ~ (X ey Xp)

Iew teEw

The same formula is valid in the algebraic closure F’ of F since it is
in existential form. Thus there exists k € w such that a set {og, ~f;,
i € w} is satisfiable in F’. Hence its every finite subset is satisfiable in F’,
and therefore it is also satisfiable in €.

If every finite subset of some enumerable set of open formulas is
satisfiable in ¢ then by Theorem 22.5, the set {«;, ~f3;,icw} is
satisfiable in €. This proves that € |= ~g. |

There are numerous applications of this fact (cf. Kreczmar, 1977).
We shall end this section with an example showing that certain
functions are not programmable in €.

Consider the predicate r(z)—the number z is real. If it were strongly
programmable over € then there would exist a program K(z, x), such
that the formula K(x = 0) would define the subset of real numbers in
the set of complex numbers. By Theorem 22.8 we can assume K to be a
loop-free program. Hence the formula X(x = 0) would be equivalent
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to an open formula «(z) of one variable. But this means that the
set defined by o is finite or cofinite. The straight line of reals is neither
finite nor cofinite in the field €. Hence the relation r(z) is not pro-
grammable in C.

23. REAL NUMBERS

In. this section we shall study-a few theories of real numbers. The lan-
guages used may be classified as follows: - :

& —we admit only Boolean combinations of formulas Kz, no classical
quantifiers;

& ,—iteration quantifiers admitted, no classical Tquantiﬁers‘;

& —no restrictions. : ,

LetR=<(R +,—, . /,01, =) be the field of real numbers. By
RO we shall denote the ordered field of reals. Observe that in £y there
exists a formula defining the ordering relation

X<y = @)+22 = ).
For #; and £, the cases of R and RO should be discussed separately.

In a manner similar to that of the preceding section we can prove
the following:

THEOREM 23.1 (Kreczmar, 1977). An enumerable set of open formulas
is satz'sﬁable in R iff its every ﬁnite subset is satisﬁable in 91 O

THeEOREM 23.2 (Kreczmar, 1977). The set of algorzthmzc propertzes
valid in field R is a H"-complete set, » o

DEFINITION 23.1. A field "& is called Jformally real iff for every natural
number n -
x4+ ... +x,, # —1, O

It is easy to observe that formally real fields are of characteristic zero.
Let us denote by 0 the axioms of formally real fields, i.e. the axioms
of fields and the scheme of axioms

(F1s oo X)(E e +22 4 =D, > L

~

THEOREM-,2_3.3 (Kreczbmar,b 1977). For every algorithmic property B,
REB i 0+ 8. '
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The proof is similar to that of Theorem 22.10 and is omitted. [

The above theorems do not hold in the ordered field of reals RO.
Making use of the fact that every Archimedean ordered field is embed-
dable in RO, together with the observation that the Archimedean axiom
is a universally quantified formula, we obtain the next theorem.

THEOREM 23.4 (Engeler, 1967). For every Boolean combination of:
formulas Ka o
ROEB iff Qrp

where £ -denotes the axioms of Archimedean ordered fields. o O

In contrast with the field € of complex numbers, we have the following
result. .

. TreoreM 23.5 (Grabowski and Kreczmar, 1978). The set of Boolean
combinations of formulas Ko valid in RO is a II}-complete set.

»PROOF: By Kleene’s normal form theorem_(cf. Rogers/, 1967) it is
sufficient to prove that every set 4 definable by the formula

(VA@Wr (fw), x),

where r is a recursive relation and f is a function, is definable
in Z(RO)—the theory of Boolean combinations of formulas K valid
in RO. We shall use the well-known fact that every real number x
can be represented in a unique way as a continued fraction

1
1

a,- ...

X = ag+
a; +

where a, is an integer and g; are natural numbers. Every continued
fraction obviously represents a real number.

We shall construct a program K(x,j, @) such that for any real x
and any natural number j the value of the output variable a is equal to
a;—the j-th denominator in the expansion of x into a continued fraction.
The integral part of a real number X, i.e., entier(x) is the programmable
function in RO. Hence, our program K takes the following form:
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begin
z:i=x; i:=0;
while i £ j do
a 1= entier(z);
if z#£a them z:=1/(z—a) else z := 0 fi;
i:=i+1 :
od
end.

Now, observe that every recursive relation is programmable in RO.

Let us assume that a program 7(z, y, x) and an open formula « are

so defined that Tx computes the Kleene predicate 77, (z,y, x) (cf.
Rogers, 1967). The formula;

(Vx) begin w:=0; p:= true; while p do w:=w+l;

K(x,w,a); T(n,a,n); p:= o od end true,

where p is a propositional variable and n denotes the constant (1+ ... + 1),
n-times, defines then in RO a IT{-complete set E* (Rogers, 1967). . [

THEOREM 23.6 (Grabowski and Kreczmar, 1978). Every analytical
set is definable in £ (RO). O

\

COROLLARY (Grabowski and Kreczmar, 1978). The algorithmic theory
of the field of real numbers is not an analytical set.

The algorithmic theory of the ordered field of real numbers is not an
analytical set. ' O

24, CONCLUDING REMARKS

The map of data structures shown in Figure 24.1 summarizes the dis-
cussion of this chapter. Implementability relations are represented -
by arrows.

Obviously, many interesting and important structures have been left
out of the map. Moreover, the map can be enriched by the information
about the costs of implementation treated as quasi distances associated
with arrows.

Observe that the formulas

(if o then K fi)' « ((if « then K fi)' ~ o)
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Dictionaries

Priority Queues

~BST

Stacks Hashtables Bin Trees

h

Links  Stacks Arrays

Queues

Natural Numbers

Fig. 24.1

express the properties: computations of the program while o« do X od
include at least (at most) i iterations of the program K, respectively.
This shows that AL can be used in considerations concerning com-
putational complexity. Moreover, the complexity of algorithms (and
of interpretations) can be derived from specific axioms of data structures.
It is not difficult to see that algorithms interpreting priority queues,
say, in stacks, have a cost proportional to the depth of the stack in
question. '

The theory of interpretations mentioned here is the counterpart
of the theories considered in classical logic by Szczerba (1977).

An extension of first order logic which admits the quantifiers “there
exists a finite set such that ...”, “for all finite sets...” is called a weak
second-order logic. It can be proved that for every algorithmic formula
there exists an equivalent weak second-order formula.

By the representation theorems for theories of stacks, dictionaries
etc., one arrives at the following observation: in a model of the theory
of stacks (dictionaries...) every weak second-order formula is equiv-
alent to an algorithmic formula (cf. Grabowski, 1981). This means that
models of stacks (dictionaries...) are expressive. They are also arithme-
tic in the sense that every partial recursive function is programmable
in the model.

A data structure is called constructive iff there exists an enumera-
tion « of its elements such that:
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(i) every programmable relation is recursively enumerable with

respect to «, and :

(i) every recursively enumerable relation 1s programmable

Among many other data structures that can be axiomatized let
us mention the constructive systems of Malcev, Markov, and Turing
(cf. Malcev, 1965). Programs of some spec1a1 form correspond to the
normal algorithms of Markov, Turing machines, etc. In this way we
can uniformly approach the Church thesis (cf. Malcev, 1965). By exhaus-
tion of known definitions of the notion of an algorithm we verify that
in every constructive system notions of programmability and of effective
computability coincide. '

BIBLIOGRAPHIC REMARKS

There are many approaches to the problems of data structures. Three
of the most basic are domain identification (cf. Scott, 1976), algebraic
specification (cf. Goguen, 1977, Guttag, 1977) and construction of do-
mains (cf. Constable, 1982). The approach presented here goes back
to the early papers of Engeler (1967).

It has been pointed out in a paper by Hoare (cf. Hoare 1972) that
the job of programming should be subdivided into two stages:

(i) specification and subsequent implementation of data structure,

(i) design and verification of the abstract program in the data
structure.

Among programming languages SIMULA-67 was the first succesful
realization of this principle, because it allows concatenation of type
declarations, but it was learned only a few years later. LOGLAN brings
a full solution to problems connected with the concatenation of type
declarations; it removes all the limitations imposed on concatenation
of types which occur in SIMULA. :

Logic-based theories of data structures have been studled either
" from theoretical point of view (cf. for example Engeler, 1973; Kfoury,
1972; Kreczmar, 1977; Grabowski, 1978; Urzyczyn, 1981, 1982), with
the aim of describing structures occurring in program languages
(Salwicki, 1980, 1981, 1982; Mirkowska, 1981) or from the point of
view of implementation (cf. Oktaba, 1981; Bartol, 1981).

Obviously other structures appear in programming practice which
are either of a geometrical nature (as in computer graphics), or are
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used for data processing in management (e.g. banking or real-time
applications). In every case one can conceive of an algorithmic theory
of the data structure in question. Its axiomatization serves various
.purposes: identification of the domain, verification of correctness
statements about programs, testing of the appropriateness of an imple-
mentation and, most important, a proper insight into data structure
problems. ]

The objection can be made that the theories presented here are
static or abstract since they do not reflect important phenomena related
to problems of identification of objects. This aspect of data structures
has been successfully studied by Oktaba (1981). The algorithmic
theory of references which enables dynamization of objects will be
presented in Chapter VII.




CHAPTER V

PROPOSITIONAL ALGORITHMIC LOGIC

The aim of propositional algorithmic logic PAL is to investigate the
properties of program connectives:

begin...end,

if...then.. .else.. fi,

while...do...od,

either...or...ro (the connective of non-deterministic choice).

In this it resembles the program of classical propositional calculus,
where we study the properties of the propositional connectives and, or
(disjunction), and not. Classical propositional logic provides us with
useful inference rules for proofs and this is also true of PAL, which
provides us with the inference rules necessary for proving the proper-
ties of program schemes. We are also interested in tautologies, i.e. ex-
pressions which are true by virtue of their syntactic composition, in-
dependently of the various interpretations which may be associated
with the signs occurring in them.

We intend here to study PAL, in which:

(1) schemes of programs are constructed from program variables
and propositional formulas by means of program connectives,

(2) formulas are either propositional variables or are composed
of simpler formulas by means of logical connectives or are composed
of program schemes and shorter formulas by means of the modalities
possible, ¢, and necessary, [].

The semantics of PAL is based on the notion of a semantic struc-
ture—directed graph of states in which edges are labelled by program
variables; a valuation of propositional variables is associated with every
state of a semantic structure. This enables us to introduce the next
important notion, that of computation. Given a program M, a semantic
structure I and a state s determine a tree of acceptable computations
of M in 9N starting from the initial state s. Among the various properties
of the tree we shall mention: strong termination (all branches of the
tree are finite), looping (the existence of an infinite computation);
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correctness of M with respect to an input condition « and output con-
dition f, etc.

The meaning of the formulas of a PAL language depends on the
meaning of their components in the usual way. Here we shall men-
tion the modal expressions OMea, [JMa:

OMo—after a finite computation of the program M its resulting
state satisfies the formula ¢,

[OMa—all computations of the program M are finite and all final
states satisfy the formula c.

It is clear that with the help of these modal phrases we are able to
construct formulas expressing the important properties of programs
like termination, looping, correctness, and partial correctness. For
example, the last property, program M being partially correct with
respect to a postcondition «, can be expressed by ~OM~a.

In PAL we study the properties of semantics: we are looking for
axioms and inference rules. These are discovered by studying the prop-
erties of the semantic consequence operation. Here we encounter
several difficulties. First, we observe that the logic does not have the

compactness property. This has already been observed in the case

of the first-order deterministic AL. Thus in order to assure comple-
teness we are forced to introduce the infinitary rule of inference
{(O(f y then M fi)'(~yAa) = B)}ien
(Owhile ¥ do M od o = f) ’
where y, «, 8 are formulas and M is a program scheme. This rule is
sound if the following equ1valence holds '

(=) - [ while y do M od ac._luAlr) D(lfythen Mfl) (~yAa).
ie
However, we shall see that (x) is not always valid, it holds in certain
cases and not in others. This is the source of our greatest difficulties.
The following' question remains unanswered: what are the nesessary
any sufficient conditions for equivalence (x)?

We introduce an assumption of a finite degree of non-determinism
of the interpretation of program variables. Under this assumption,
(*) holds and we can prove the soundness of the infinitary rule of in-
ference. However, this property of a finite degree.of non-determinism
is not expressible in PAL, although for every #n we can express that the
degree of non-determinism is at most 7.
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In view of the lack of a general axiom we consider the family of sys-
tems PAL,, where n denotes the degree of non-determinism- of semie
antic structures. Thus we consider separately the case of deterministic
interpretations of program. variables and the case of bounded non-
deterministic interpretations of program variables. For all these systems
we shall prove the Completeness Theorem. The case of - deterministic
interpretations of program variables is treated in a way similar to the
proofs in earlier considerations on AL. The other cases are much more
difficult. We propose a method of proof of the Completeness Theorem
which is ‘a combination of the algebraic method of Rasiowa and Si-
korski (cf. Rasiowa and Sikorski, 1968) for classical logic with the
Kripke method for modal logic (cf. Kripke, 1963). : -

Propositional algorithmic logic is surprisingly powerful. One would
naturally expect that program scheme properties such as termination,
looping, partial correctness, correctness, €tc., might be expressed by
PAL formulas. It turns out, that in addition, we can define data struc-
tures by means of axioms written in the language of PAL. It is possible
to study propositional theories of stacks, natural numbers, etc. These
theories are cathegorical in the sense that all normalized models of a the-
ory are isomorphic. Another propositional theory of natural numbers
can be constructed which not only describes the sequence of natural
aumbers but also allows us to program every recursive function. The prop-
ositional approach is also recommended for providing a theory of
control for a given concurrent program. , ,

Propositional logic of programs is closely related to modal logics.
The properties of relations like transitivity, reflexivity and associativity
can be expressed by formulas of PAL. One can construct algorithmic
theories which are the counterparts of systems studied in modal logic.

1. SYNTAX AND SEMANTICS

We shall consider a formalized language Lo, an extension of a proposi-
tional language in which there are propositional variables and program
variables, and apart. from the usual propositional connectives there
are program connectives. -
Let V, denote an at most enumerable set of propositional variables
and ¥, an at most enumerable set of program variables. Let Fo be the
set of all classical propositional formulas composed in the usual way
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by means of the propositional connectives: dlSJllIlCthIl Vv, conjuction A,
negation ~ and implication =, and the two logical constants, true
and false, ‘ v A

The set of all well-formed expressions in the language L, will be
augmented by schemes of programs, hence let us first défine what a pro-
gram scheme is, »
" By the scheme of a program we understand any element of the set
of expressions /I which is the least set containing the program_vari-
ables ¥, and a program constant Id, and is closed under the following
rules: -

~—If M, N are schemes of programs then the expressions of the forms
begin M; N end, either M or N ro are schemes of programs,

—If y is a classical formula y € F, and M, N are schemes of pro-
grams, then the following expressions are schemes of program:

while y do M od, if y then M else N fi.

. Now, we can deﬁne the set of all formulas F as the least set con-
tammg F, and such that; - : .
-—if « is a-formula and M is a scheme of a program then []Moc,
QMo are formulas, : : SR
~—if o, f are formulas, then ~a, (v ), (anp), (oc = ﬂ) are formulas
The semantics of the language L, is based on the notions of inter-
pretatlon and -valuation. A valuation .is - a - function ‘which assigns an
element of the two- element Boolean algebra B, to every propositional
variable. An interpretation assigns to every program variable a binary
relation in a non-empty set S. The elements of S will be called states.
Every state will be- -understood to be an abstraction of a concrete situ-
ation on which the behav1our of the program and the value of any for-
mula depends. Every state carties information about ‘the valuationes-
of propositional variables. Depending on the choice of the set of states
and the kind of relation which is assigned to program variables,
we can obtain various semantics for a given algorithmic language.

DERINITION 1.1. By a semantic structure we shall mean_a. system
(S, 7, wd

where S'is a non-empty set of states—the universe of the structure, S isan
interpretation of the program variables
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SV, 255 and S(d) = {(s, 5):5€ S}

and w is a function which assigns to every state a valuation of proposi-
tional variables

w:S — BYe.

For a giveh structure M = ¢S, £, w) and a given state s € S the
Boolean value of the formula o is denoted by on(s) and is defined for
classical connectives as follows:

falsem(s) = 0, truem(s) = 1.

pm(s) = w(s)(), peVo,

(v B)m(s) = am(s)ufm(s),

(@ = Bm(s) = am()—> Pm(s),

(@A B)m(s) = am()nPm(s), (~m(s) = —om(s)-

In this way any formula determines a one-argument relation in S.
The meaning of the formula [JMa or OMo. will be defined after some
preliminary definitions. ‘

Let us denote by K a relation which is assigned to a program
variable K by interpretation .# in the semantic structure M = (S, F, w).
For a given state s, Km(s) is the set of all states s’ such that (s, s") € Km.

By a configuration (cf. Chapter 11, §2) we shall understand an
ordered pair (s, My, ..., M,), where s is a state in the structure It and
My, ..., M, is a sequence of schemes of programs (which may be
empty).

For a given interpretation .# of the program variables let +» denote a
binary relation of successorship in the set of all configurations such that:

(M, ooy My = (53 M3, .00, M,> where M, is an atomic
program, i.e. M€V, and (s,8) e F(My), ‘
{s; either M; or M, ro, M, ..., M
(s My, Ms, ..., M),
(s; either M, or M, ro, M;, ..., M,
> {53 My, Ms, ..., M),
{s;ify then M else M, fi, ..., My
H{<S§M1,~M3, v My if ym(s) = 1,
s Mz, My, ..., My~ if ym(s) = 6,
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{s; beginM;, M, end, M,,..., M,
> (83 My, My, Ms,..., My,
- {s;whileydo M, 0d, M,, ..., M,>
[(s My, while ydoM; od, M,, ..., M,) if yi(s) =1,
l(s M,, ..., M,> otherwise.

Let N, be an initial segment of the set of natural numbers.

A sequence {c;};.n, Of configurations will be called a computation
of the program scheme M in the structure Wt at the initial state s iff ¢y
= {s; M> and for all I, ¢ > Ciy 4, and the sequence {¢; }icx, is maximal
in the sense of relation . .

If the computation is a finite sequence cy, ..., ¢, and the last con-
figuration ¢, is of the form {s’; ), i.e. the second part of the configur-
ation ¢, is the empty sequence, then the computation will be called
successful. The state s in a successful computation will be called the
result of the computation of the program M in the structure IN.

The set of all results of the program M in the structure I at the
initial state s will be denoted by Mum(s).

- Hence, for a given structure M, to every program scheme M we can
assign a binary relation Mm such that

sMgps'  iff € Ma(s).

ExampLE. Consider the program scheme M of the form
" while ~{(aglva2va3vadval) do K od;
Let I = <S, #, w) be a semantic structure such that
S§=1{0,1,2,..}, FK) = {(i+5,i:i=0,1,..},
w(i) = v; where v;(@j) =1 iff j = i.
The program scheme M describes in Yt a binary relation such that
@i,)) € My iff i(mod 5) = j. : ]
Now we are ready to define the value of the forl.nulas‘ (OMe and
OMein a given structure M at a given injtial state s.
(OMa)m(s) = 1 iff there exists a  successful computation of the

program M at the initial state s in I such that its resulting state sat-
isfies o
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(OMax)m(s) = 1 iff all computations of the program M at the state
s in the structure 9t are successful and all the results satisfy the formula .

We shall say that the formula « is valid in the semantic structure
M = (S, 7, w) (or M is a model of &), iff «issatisfied by every state
se 8, ie. agm(s) = 1 for all s. In symbols, M =ex.

If « is valid in every semantic structure 9%, then « is called a tautology,
in symbols |[=a.

In what follows we shall write 9k, s |-« to denote that lxgm(s) =1

ExampLE. For every program scheme M and for every formula o
the following formulas are tautologies:

(OMe= ¢Mex), (OM~a=>~OMx),

(O Mo = (O MtrueA~ QM ~a)),

(OMo = (oMtrue/\~|_’_|M~oc)) :
(~OMav~[] M~oc) : o i

5. SEMANTIC PROPERTIES OF PROGRAM SCHEMES

In this section we shall discuss.the basic properties of program s_chemes.
The while-scheme will be our main interest.

Note that there is a strict correspondence between the set of all
computations of the program while y do M od and the set of all compu-
tations of the program (if y then M fi), where i is a natural number.

Consider an arbitrary successful computation @ of -the ‘program
scheme while y do M od. Let j, , ..., j, be numerals of those configurations
in which the list of programs begins with while y do M od. We shall
construct another sequence of configurations such that:

—every configuration j; of the form

s'; while y do M od, M,, ...>
will be replaced by the two configurations
{s'; (if y then M fi)*—*+1, M,,..),
{s';if y then Mfi, (if y then M fi)y* %, M,, .5, k=1,...n
—in all configurations between j, and ji, . we put (if y then .M Ay
instead of while y do M od. The resulting sequence of configurations 0 is

a successful computation of the program (if y then M fi)".
Conversely, if we have a successful computation of the program
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(if y then M fi)* whose result satisfies the formula ~y, then, we can
similarly construct a computation of the program while y do M od.

The following facts are immediate consequences of the above ob-
servations. : _

Facr 1. If there exists a successful computation of the program
while y do M od, then there exists an i such that the program (if y then
M fi)' has a successful computation with the same result. '

Fact 2. If there exists a successful computation of the program
(if y then M fl)‘ for a certain i such that its result satisfies the formula ~y,
then there is a successful computatlon of the progiam while y do M od
with the same result.

FAct 3. If the program (if y then M fi)’ has an unsuccessful com-
putation (or infinite computation), then for every j > i the programs
(if y then M fi)’ and while y do M od have an unsuccessful (or infinite)
computation.

For a given program scheme and a given semantic structure 9t the set
of all results of the program can be characterized as follows:

LeEMMA 2.1. For every formula y, programs.- M, N and every .state
s €S in the structure I the following hold:

(if y then M else N fi)p(s) = { ]A\Zmﬂﬁ(k(;)_ . i; %, j E ):y

(either M or N ro)m(s) = Mw(s)UNm(s),

(begin M; N end)im(s) U Nam(s),
seMgm(s)

(while ¥ do M od)m(s) =
U {s' e(lf y then M fl)sm(s) SJR s'E~y) O

In connection with the last equality in the above lemma let us con-
sider the following example.

EXAMPLE 2.1. Let
M: if p then K’ else K fi,
M, : while g do M od,
where g, p are propositional variables and K’, K are program variables.
Consider the semantic structure

.9:R=<S:f9w>

it
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such that )
: S={G7):i,j=0,1,2,...} :

J(K) = {(0,0), @, i)): z'—l 2,3, ...}

J(K) = {((,J+1D), (G,))): 1,7 ,
lwwwfolﬂj—%xwﬁné O“*A’,
W N@ =1 _iff j=0. juwg (\') ’?yg» !ch,

The tree of all possible computations of the program M, ; in the
semantic structure 9 at the 1mt1a1 state (0, 0) is descrlbed' below

(Figure 2. 1).

(0, 0); M)

(0;0); M, M, >
el
ped

<(0,0); K", M 1>

(L, D My 2,2 My (B3 M

la=0 | |
fo” e

2,23 K, My (3,3 K, M)

@My (G2 M)
| 3-0 |
@) (3,2 M, M)

o= O

(G, DK, My

4
G, 1My

1 =0
@'y

Fig. 2.1
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It is easy to see that each computation of the program M is finite
but there is no common upper bound on the length of the computa-
tions. However, we shall see that if we consider only those interpre-
tations for which Km(s) is a finite set for all states s, then there exists
an i, such that

(while g do M od)p(s) = (1f q then M fl) (s). |
The next lemmas will be of great importance in our further discussion.

LeMMA 2.2. For any state s in the structure W and for arbitrary y € F,,
x € F, Mell the following equality holds:

(owhile y do M od o)(s)
=lub O(f p then M fl)‘ (~y A )m(s).

ieN
Proor. Suppose that
1 (¢while y do M od )m(s) =1,
2 l;zl].;b. O@f ¥ then M fi)i(~y A )m(s) = 0.
By (2), for every natural number i, ieN
€)) OGE v then M fi)' (~y A )mls) = 0. -
Hence,
(4)~ for every i, either (if y then M fi)in(s) is empty or for all

s’ € (if y then M fi)ir(s), M, "=y or M,s' = ~a.

If, for a certain i, (if y then M fi)in(s) = @, then all computations
of the program while y do M od are unsuccessful and consequently
I, s = ~Owhile y do M od «, which contradicts (1).

Let us assume that for every 7, (if y then M fi)in(s) # 9. We then have

©) (Vi)(V s'e(if y then M fidin(s)) M,s' |y or
M, s’ = (~y A ~a)

Let i be an arbitrary natural number. If we have a computation of
(if  then M fi)’ whose result satisfies (~y A~ ) then we can construct
the computation of while ¥ do M od (see Fact 1), whose. result does
not satisfy- «. Let us skip all such computations. All" the remaining
‘computations of (if y then M fi)* have results which satisfy the formula .

There are two possible cases: either (a) the computation of the pro-
gram _(if  then M fi)’ can be extended to a computation of a program
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@if  then M fi),j > i, such that its result satisfies ~y, or (b) there
is no’ such extension.

In case (a), by (5), the result of the extended computation does sat-
isfy ~ . In case (b), we can construct an infinite computation of the
program scheme while y do M od. Thus

(owhile y do M od w)m(s) = O,

which contradicts (1).
Conversely, suppose that

Lu.b OGf y then M fi)'(~yA)m(s) = 1.

ieN
Hence, for a certain io, M, s = o@f y then M fi)o(~yAa). Consider
a successful computation of the program (if y then M fi)’s with a result
satisfying (~yA«). After a simple transformation we shall obtain
a successful computation of while y do M od such that its result satis-
fies o. Thus I, s = Owhile y do M od . : O

From Lemma 2.2 we conclude that every formula of the forni
Owhile y do M od '

defines an infinite operation. For the formula ‘[] while ¥ do M od «
" the problem is more complicated. It is a simple consequence of Fact 1
and Fact 2 that:

IR, s =0 y then M fi)'(~yAw)
for a certain i implies
m, sI:I'_']whlle y do M od a.

But the converse is not true in general, as was shown in Lemma 2.1,
However, if we conmder only special interpretations, then a lemma
analogous to Lemma 2.2 can be obtained. These special interpretations
will have the so called finite degree of non-determinism property, referred
to for short as the FDN property.

DERINITION 2.1. We shall say that a structure M = (S, S, w) has the
property of finite degree of non-determinism (FDN property) iff for

.every program variable K and every state s € S, the set Kan(s) is finite. [

The structure with FDN property we shall call simply FDN structure.




2. SEMANTIC PROPERTIES OF PROGRAM SCHEMES 217

LemMA 2.3. For every structure M = (S, £, w) with the FDN prop-
erty, and for every state s€ S and y € Fy, a € F, M €ll the following
equality holds:

Cl(while y do M od w)m(s)

= Lu.b. O(Gf y then M fi)} (~ypA )m(s).
ieN

PRrOOF. Suppose that
6) M, s =1 while y do M od «
and ) '
) non M, s k= CIGf y then M fi)'(~pAa)
for every natural number i.

By (7), for every i there are three possible situations:

A. There exists an unsuccessful computation of (if y then M fi)
at the initial state s.

B. There exists an s’ € (if y then M fi)in(s) such that

M, (vpaa),
C. There exists an s’ € (if y then M fi)in(s) such that
M, s E=y.

However, if for a certain { case A holds, then we can construct an
unsuccessful computation of the program while y de M od, contrary to (6).

Analogously, if for a certain i case B holds, then we can construct
a computation of while y do M od which has a result not satisfying «.
This contradicts (6). '

Suppose that case C holds for every natural number i. Thus for all
i there exists a computation of while ¥ do M od in which program M
is executed i times. Since the degree of any vertex in the tree of all possible
computations of the program while y do M od is finite, then by Konig’s
Lemma (cf. Kuratowski, 1967) there exists an infinite computation
“of while y do M od. This contradicts (6).

Thus

IR, s =3 while y do M od «
implies

Lub. O(f v then M fi) (~y/\ m(s) = 1.
ieN

The converse implication is obvious. O
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Tt appears that for structures with the FDN property the above results
can be made even stronger. To simplify future considerations et us
first prove an auxiliary lemma. '

LeMMA 2.4. Let «, a;, i €N, be formulas and I be a semantic structure
with the FDN property. If: .
@) for every state s in M, am(s) = Lu.b. cum(s) and
ieN

(ii) for every i and j < i, M= (o = ;)
then for every program variable K €V, we have:
(iii) for every state s, '

(DKOC)im(S) = l:u;vb'(DK“i)im(s)a
" (OKD)m(s) = l;g&b-(OKai)mz(S),

(iv) for every i and j < i,

| M = (OKay = DKe), M E (0K = 0K,
Proor. To prove (iii) let us suppose that
® (COKe)m(s) =1

and
) Lu.b.(C1Ko)am(s) = 0.

ieN
By (9), for every natural number i we have

(10) (C1Ke)m(s) = 0.

There are two possible situations: Km(s) = & and Km(s) # 9.
Km(s) = @ implies that (CJKom(s) = 0, contrary to (8). Km(s) # O
implies by (10) that for every I there exists an s’ € Km(s) such that
oyam(s?) = 0.

Since by assumption K(s) is finite, then for at least one s" € Km(s)
there are infinitely many formulas «; which are not satisfied by s'.
By (ii) non s’ = for alli e N. Thus Lu.b.am(s) = 0. By (1) oam(s) =0

ieN :

and therefore (C1K)m(s) = 0, which contradicts (8). Conversely,

let us assume that Lu.b.(C1Ka)m(s) = 1. Hence there exists an i such
ieN

that (CKe)m(s) = 1, i.e. Km(s) # & and for every s’ € Km(s), oum(s")

= 1. Thus, for every s’ € Kim(s) there exists an i such that

gjt, s’ I:OCi.

S R et
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In consequence, L.u.b. o;m(s") = 1 for every 5" € Kn(s). By the second
ieN
assumption (ii)

M,s'=a for every s’ € Ky(s),
ie. (OK®m(s) = 1.

Thus, the first part of (iii) is proved. The other equality will be
proved analogously. Suppose

(11) M, s=0Kx and l.p.b.(oKoci)gn(s) = 0.

Thus, for every i e N, (OKa)m(s) = 0.

This means by the definition of the value of the formula that either
Kir(s) = @ or Kp(s) # & and for all s"e€Km(s), aum(s) =0 for
ieN. If Kp(s) = @ then (0Ko)m(s) = 0, which contradicts (11).

Assuming that

Kn(s) # 9,
then

Lub. a;m(s) = 0 for all 5" € Ky(s).
ieN

By assumption (i)
oagn(s)y =0 for all s’ € Kg)}(s)
and therefore '
(OKa)m(s) = 0, contradiction!
Conversely, suppose that
(12) I;EI-\})-(OK“i)SD?(S) =1L

Then there exists an i€ N such that (OKe«)m(s) = 1. This means
that for a certain s’ € Kon(s),

Lub. om(s) = 1.

ieN
By assumption (i), M, s’ k= « for some s’ € Kmn(s), and hence (O Ke)am(s)
=1, and the proof of (iii) is finished.

To prove (iv), assume that I = (o; = o;) and suppose that for

some state s

EIR, N f: EIKO&_,'.
Then A
Km(s) # @ and for all s' € K(s), M,s =ay.
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By assumption, for all s’ € Km(s), M, s’ |=o; and therefore

N ﬂR 5 8 l: DKOCi.
Thus I = (OKe; = [JKe;).  Analogously, we can prove that
gjt l: (QKOCj = OKOC,'). 4

Let pref denote a finite sequence of program variables with modal-
ity signs,

pref e({{0K}kev, Y {0K}kev,)*.

The following lemma is a generalization of Lemma 2.2.

LemMA 2.5. Let I be a structure with the FDN property. In that case

pref (O while y do M od x)y(s)
= lLu.b. pref O (if ¥ then M fi)i(~y A @)m(s),
ieN
for every yeFy, € F, Mell and every state s. O denotes either
1 everywhere or ¢.

Proor. The proof is by induction on the length of pref. The basic
step has been proved in Lemmas 2.2 and 2.3. To apply Lemma 2.4
it is sufficient to prove that for every i € N and j < i the formula

(OGf  then M fi)/(~yna) = OGE y then M fi)(~yAa))

is valid in the structure Y. But this follows immediately from the fact
that each computation of

(if y then M fi)’
with- a result satisfying ~9 determines a successful computation of
| Gf y then M fi)
with the same result. _
Thus, using Lemma 2.4, we shall obtain the required equalities. [J

As a simple consequence of the above lemmas we have:
’ Lub. pref CIGE 7 then M £i)(~y A 2)on(s)
: (pref (7 while y do M od a)m(s),
~ 1}151}5). pref O3f y then M fi)'(~y A @)m(s)

= (pref ¢ while y do M od x)m(s).
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The algorithmic language presented in this chapter allows us to
describe certain important properties of program schemes:

M= O M true,
i.e. all computations of the program scheme M are successful,
M= (= OMP),

i.e. if the initial state satisfies « then it is possible to have a result of
M which satisfies 8, ‘

M = CIGE y then M fi)' ~p,
i.e. the number of iterations of M in all computations of the program
scheme while y do M od is less than (i+1).

3. PROPERTIES OF SEMANTIC STRUCTURES

In the sequel we shall study different semantic structures. The aim of this
section is to present several definitions and some of their properties.

- DerINITION 3.1. We shall say that the semantic structure IR
= (S, £, w) is proper iff the set S of states is composed of valuations
of propositional variables, S = BYo and w is the identity function. In what
Jollows we shall write simply I = <S, F). . O

LemMA 3.1. Every semantic structure M = (S, S, w) such that w is
a one-to-one function is isomorphic to some proper structure. 0

DEFINITION 3.2. We shall say that the semantic structure I
= (S, S, wy is normalized iff for every two states s, s’ € S,

s=5 iff for every formula a, osm(s) = om(s’). O
For every FDN semantic structure 9% we can construct a normalized
structure P* such that for every algorithmic formula a € F
MEae if W

Let MM be an FDN semantic structure M = (S, #,w) and = an
equivalence relation in S such that '

sx s Mt (Vae F)om(s) = oam(s?), 5,5 €8.
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We shall construct a new structure M* as follows:
S* = S[x, |sl= {i1s® s’}
J*:V, - 25*%5* and for all KeV,,
FHK) = {(Is11, 1s21):@s1 € [s1 ) @2 € Is2) (s1, 52) € F(K)},
w¥(s]) = w(s)- '
Notice that w* is a well-defined function
wh:S* — Bfo

since if &, s” € |s|, then w(s") = w(s").
In several proofs we shall make use of the following definition of
ordering in the set of all formulas F:

DEFINITION 3.3. We shall say that the formula o is submitted to the
~ formula f, o < B, iff the pair (', B') belongs to the transitive closure
of the relation <, which is a set of the following pairs:
(¢, OKa) for KeV,,
(@, avp), (o, an 8). (oc:~oc),
(OM(OM,2), O begin My; M, end ),
(OM o, O either M; or M, ro o),
'(QMzoc, O either M; or M, ro ),
(O(f y then M fi)’(~yA«), O while y do M od )
for i €N,
((yA OM;), Oif y then M, else M, fi a),
((~yA OM,a), Oify then M, else M, fi «),
wheré M,, M, are any program schemes, y is a classical formula, «, f are
formulas and O denotes 1 or Q. O

LeMMA 3.2. For every formula o€ F and for every state s in the struc-
ture M,

o= (|81) = am(s)-

ProoF. (By induction w.r.t. the ordering relation < defined above).
It is obvious that for every propositional variable p eV, and for
every state s€ S, "

par(Ist) = pm(s). |

5
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Assume that Lemma 3.2 holds for all formulas which are sub-
mitted to a formula &.

A. Consider the formula & = (Ko, K V,.

Let se S and M, s|= QK. Then (3s; € Kmn(s)) M, s, = . By the
definition of the structure MYi* we have

Koe(sl) # B, (35, € Km()) (sl |5, ) € Ko and
iUt, S h o,
Hence,

M, Is] = OKex.

Conversely, if MM*, Is| = 0K« for a certain s € S, then there is an el-
ement s; such that [s;| € Kp=(|s]) and M*, |s;|=«. From the defini-
tion of ¥, there are s; €ls;| and s’ €|s| such that (s, s;) € Kap.
By the induction hypothesis I, s; = «. Since s, 5; €[s,], we have
M, 51 = and therefore (¢Ka)m(s) = (OK)m(s) = 1.

B. Consider the formula & = [1Ke.

If MM, s=0OKa, then Km(s) # &. Thus Km(s]) # @. Letls,| €
€ Km+(|s|), then there are elements sé,s’ such that s; €ls,], s’ € |s]
and (s, 52) € K. Since M, s’ |=[1K«, we have M, s; =« Hence
am(ls2l) = 1 = ag«(ls,]). Consequently, IM*, |s| = K.

Conversely, if, for a certain s € S, IM*, |s| = [1Ke, then Kups(|s]) # 9.
Thus Kp(s") # & for some s’ € [s]. If we take s; € Kip(s"), then |s;| €
€ Kgns(|s]), i.e. |5y | € Kmn=(ls]), and therefore M*, sy |z By the in-
duction assumption for « we have MM, s; o« Hence M, s’ = K«
and therefore M, s = Ko '

C. Consider the formula & = [] while ¢ do M od «.

Suppose that I, s =[] while y do M od «. By Lemma 2.3, this is
equivalent to the following »

l..u}:?.l'_”](if y then M fi)'(~yA a)m(s) = 1.
By the induction hypothesis we have

ltu;\l,a.[](if y then M fi)(~yAam(ls) = 1,
and therefore by Lemma 2.3

IN*, [s| = while y do M od a.

All the remaining cases can be discussed‘\analogously. : O
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DEEINITION 3.4. Two semantic structures Wt and I’ are algorithmically
equivalent iff, for every formula o € F,

MEa if Wk |

LemMMA 3.3. Every FDN semantic structure is algortthmzcally equiv-
alent to some normalized FDN structure. O

 Let us now compare proper and normalized structures. Since the
value of any formula is defined in a unique way by a given structure
and a given state, then for all valuations vy, v, in the proper structure It

we have
v, =v, iff (Va)om(®y) = am(vy).
Thus, if 9 is a proper structure, it is normalized.

The following lemmas describe some properties of relations which
can be expressed in propositional algorithmic language.

LemMA 34. In every.semantic normalized structitre M, the following
properties are satisfied: ) _
M = {(OKa = (1K) Juer  iff (V) card (Km(s)) < 1
M = {(OK(@r A OK(x A ~ )= OKaYuper I
(Vs) card (Km(s)) < 2
M = {(OK @A B)A OK(xA ~ B AOK(~an )
= DK(“Vﬂ)}u.ﬁeF lff : (VS) Cal'd(Ks_m(S)) < 3
ProoF. We shall prove the first equivalence. .
Obviously, if Km(s) is at most one-element set, then for every for-
mula o, (OKx = [1Ka) is valid in M.
Conversely, suppose

M = {(OKe = OKD) Joer
and for some states s,s;,s, in M, s; € Km(s), 52 € Km(s), 51 # 2.
Thus there exists a formula $ such that

Ban(s1) # Bam(s2)-

Hence, M, s = ¢Kp and non I, s = KB, a contradiction.
The proof of the second property can be found in Lemma 10.1.
The proof of the third property is left to the reader. O
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LemMA 3.5. Let M be a normalized FDN semantic structure. The fol-
lowing equivalences then hold:
@) ME={(B = OKP)}scr iff Km is a reflexive relation,
(i) ME{(OK(~OKB) = ~B)per iff Km is a symmetric relation,
(i) M = {(OK(OKB) = OKB)}per iff Kum is a transitive relation,
(v) M= {(OK(~OMB) = ~BYA(OM(~OKP) = ~B)yper iff rela-

tions My and Koy are mutually inverse.

Proor. All four properties have similar proofs. We shall illustrate
the method: of proving showing the second equivalence, as follows.
Ad (ii). Let 9t be a normalized FDN semantic structure and

6)) M = (OK(~ OKo) = ~«) for every formula «.
Supposé s, s’ are two fixed states such that

3] (s, 5") € Kip _ :
and let {s;, ..., 5,} be the set of all states such that (s, s;) € Ky for

i < n. Suppose s; # s for-all i < n. Since N is a normalized structure,
for every i < n there exists a formula «; such that

M,skz; and M, s, ~a.
Let @ = (@;A05A ... Act). Thus
©)) M, s and M, 5" = ~OKa.

By (2 M, s [=QK(~OQKx) and as a consequence of (1) M, s= ~«,
contrary to (3). Thus (2) implies (s’, s) € K.
Conversely, assume that for all s, s’ )

@ if (s,s)eKm, then (v,5)eKm.
Suppose: that
)] M,sEa and M, s = 0K (~ OKx).

Thus there exists a state s', (s, s') € K such that non M, s’ = Ko
By assumption (4) (s', 5) € Ky and furthermore non 9, s = «, which
contradicts (5). ’ O

At the end of this section we shall present a negative result which
is of great significance for further considerations. We shall prove that
the FDN property is not expressible in the propositional algorithmic
language. ' -
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THEOREM 3.6. There exists no formula o such that for every semantic

structure N
MEa iff WM has the FDN property.

PROOF. Suppose, on the contrary, that there exists a formula oo
such that for every M

©) M = o, iff Pt has FDN property.

Let us consider the family of structures {0}y such that I
= (S}, F;, Wiy, where S;nS; = @ for i # j and S; = {Si5 8115 -oesSii by
FK) = {(s1, 1)t J < i}, Fi(K) =@ for all program variables K’
different from K, M, wi(s) = ¢ iff ¢ =p; and Wy, wi(syy) = g iff
q = q;j:

The family {9t;};cn can be described more intuitively by the graphs
shown in Figure 3.1.

N ﬂﬁlt ) wtzl EUti:
. Si ‘ ’ 8o , Si
* ’/ &“ VK R\RN
S11 5271 S22 Sitl Si2 syttt S
Fig. 3.1

As an immediate consequence we have the following: :
) v I, has the FDN property for evéry i€eN.
Let # be the maximal extension of the Frechet filter in the set of
natural numbers N (cf. Malcev, 1970).
> {X =« N: N-X is a finite set}.
Let us denote by ¥ = (S*, #*, w*) the product of all structures
{M; Yy modulo filter & (cf. Malcev, 1970)

P = XMy
ieN
For every u € )X M; let u; denote the i-th element of # and let |u| {
: ieN

{l u,-u,}e”'}
Hence S* = {ju: ue>< M;} and

(Iul [u') € £*(K) lff {i: (w,u}) e FK)}eF,
WM, wH(u) =g G D, i) = qieF
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Let M be a restriction of P* to the states s, 57 for je N, where s

= (51, $2, -..) and s/ = (514, .. sj,,s,-H_j, Sit2,is -..). For every jeN,
Is] # |s'| since {i: s; = s{} =

For every jeN, (s}, |s’]) belongs to J*(K) since N = {i: (s;, ,)
egyK)}eF and (5%, |s") ¢ Km since {j: (s5,5) e £5;(K)} =
Moreover |s¥| # |s'| for k # I, since {i: s¥ = s}} is finite and therefore
does not belong to &. Thus there are infinitely many successors of the
state |s|.

We obtain

®) IR does not have the FDN property,
as a consequence of the above considerations. 7

Note that the situation in which |z, |¢'|, |¢//| are different states in
M and (j¢], |¢'). € Km, (|£'], [t"']) € K is impossible since in. that case
we would find a corresponding triple #;, ¢;, ¢;’ of states in the structure
IMM; such that (#,1t;) € Km,, (ti,2") € Kp,, in contradiction to the
definition of the structure ;.

By induction on the length of the formula we can prove that for
every |u| €M and for every formula o of PAL,

) M, ulEma T {: W, uEa}eF ,
They key part of the proof is the case when formula « is of the form
{3 while ¥ do M od 3. From the previous observation we have
M, lul =0 while y do M od = ((yA OM(~yAf)V
V(~yAB),
since there is at niost one iteratioh of the program M during a compu-
tation of while y do M od in the structure . By the inductive hypothesis
we shall obtain

{is M, i l= (A OM(~ V/\ﬁ))V(N)’/\ﬂ))'
and therefore
(i M;, u; =[] while » do M od f} e F

To complete the proof let us notice that by (6) and (7) M=o
for every i € N. Hence for every state [¢] in the structure M

{i: M, u; =0} =N

and therefore by (9), M, lul = ao. As a consequence M |= oy, as op-
posed to (8). : [
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THeOREM 3.7. The FDN property is not expressible in PAL, i.e., the
following property does not hold: there exists a set of formulas Z such
that for every semantic structure IR,

WMEe=Z if W has the FDN property. O

REMARK. Theorem 3.6 can be strenghtened. Namely, FDN property
is not expressible in PAL in the class of all normalized structures.

4, THE SEMANTIC CONSEQUENCE OPERATION IS NOT COMPACT

DEFINITION 4.1. A semantic structure M = (S, I, w) is a model of the
set of formulas Z iff M is a model of every formula o from this set. ]

DEFINITION 4.2. We shall say that o is a semantic consequence of the

set of formulas Z, Z |= « iff every model of Z is a model of . O

The semantic consequence operation |= has certain classical properties
(cf. Chapter II, § 4). An important difference is exhibited in the following
lemma which implies non-compactness of |= (see also Chapter II
Theorem 4.1).

LeMMA 4.1. There exists a set of formulas Z and a formula o such that
Z = o'and such that for every finite subset Zo of Z there exists a model
of Zy which is not a model of .

Proor. Consider the following example. Assume that
= {D begm Kl ’ KZ end 40 }lEN’

where K, K2 are program variables and g,—a propositional varlable,
and & = ~ (O begin X ; while ¢, do K, od end true). It is easy to show
that « is a semantic consequence of the set Z. '

If S, .7, w) is a model of Z, then for every state s € S and for each
natural number i, every computation of the program begin X ; Ki end
is successful and all results satisfy the formula g,. Hence, there exists
-no finite computation of the program : A

begin X, ; while g, do K, od end.

This implies that (S, #, w)> is a model for «. . :
Now, assume that V, = {g;};.y. For every finite subset X of N, let us -
construct an interpretation .# in the following way: For every ‘valu--
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ations v, v, v" of the propositional variables v.#(K;)v" iff v'(g;) = 1
for ieX, and v’(q-) =0 for i¢X, V' I(K)0" iff v"(g;) = v'(gi4+1)
fori=0,1,

Let M. be a semantic structure (W, #).

First let us observe that all computations of the program begin X ;
K} end in the structure ) are finite in the interpretation .# for all valu-
ations and for all /e N. Let v be a fixed valuation. The value of the
propositional variable ¢; in the valuation ¢’ obtained after execution
of the program X, is 1if i € X. After the execution of the whole program
we have a resulting valuation v’ such that v”(gy) = 1. Thus {W¥, I
is a model of Zy = {[] begin K;; KJ end g }icx.

(W, #>is not a model for a. Let us take as i, the smallest natural
number such that i, ¢ X and let 9.#(K;) 2° and v/#(K,) v/+! for j < i,
and some valuation ©. The sequence of configurations

{9°; while ¢, do K, od},
{2°; K, ; while ¢, do K, od),
{v1; while g, do K, od),
(7)1' K,; while g, do K, od),
{zi°; while ¢, do X, od),
(vl >
is a successful computation of the program while g, do X, od. Thus,

ME ~a (I
5. THE SYNTACTIC CONSEQUENCE OPERATION

We shall now characterize the semantic consequence operation de-
scribed above in syntactic terms.

Theorem 4.1 assures us that it is not possible to construct a complete
and recursive axiomatization of PAL with finite rules of mference
We thus allow rules of an infinite character.

All axioms Ax1-Ax11 of algorithmic logic AL (cf. Chapter II, § 5)
and the following schemes are axioms of PAL:

(OMo = OMea), (OKtrae = []Ktrue),

O begin M, ; M, end « = (OM,;(OM,0%)),
Oif y then M, else M, fi «

= (yA OM )V (~yA OM,a)),

\\La7é

be r = - -
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O while y do M; od «
= ((~yr@)V(yA OM(O while y do M, od ®)),
o either M; or M, ro o = (OM; Vv OM, ),
[ either M, or M, ro a = (OM; an OM,a),
OM(aA f) = (OMaa OMPB),
oM(av ) = (OMav OMP),
(OM~a= ~OMaw),
(OM true =(~ oMo = 1 M~ ®)),

~ QM false.
Olde = o
We assume the following rules of inference:
a, (o« = p) (x=p)
i ’ (OMax= OMp)’

{ (pref (OGf y then M fi)'(an~y)) = B)ien
(pref (O while y do M od o) = f) )

In all the above schemes K denotes a program variable, M, M, M,
denote schemes of programs, y is a classical propositional formula
and o, B are arbitrary formulas from F. All occurrences of Oin a
formula must be understood either as ¢ throughout or as [ through-
out; pref is an arbitrary prefix (see § 2 of this chapter).

The set of all axioms and inference rules defines the syntactic con-
sequence operation C in the usual way. For any set Z of formulas,
C(Z) is the least set which contains Z and all axioms of PAL and is
closed under the rules of inference. System (Lo, C)> will be called the
propositional algorithmic logic PAL.

A formula s called a theorem of PAL iff « is an element of C(3), -«
for short.

By a formal proof of a formula « from the set of formulas Z we shall
understand a finite path tree labelled by formulas such that its root -
is a formula «, all leaves are axioms and every vertex is obtained from
the set of predecessors by one of the inference rules (cf. Chapter 1L, § 5).

We shall write Z - «, « € C(Z) iff « has a formal proof from the set Z.

LemMMA 5.1 All axioms of PAL are propositional algorithmic tautol-
ogies. .
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Proor. The proof is by an easy verification. As an example we shall
consider two formulas:

A. (0K true = [1K true), K€ ¥, and
B. (OM~a= ~OMe).

Let M = (S, £, w) be a fixed semantic structure, and s an arbit-
rary element of S.

A. Assume that I, s|= QK true. Then Kp(s) # G and all compu-
tations are one-element sequences. Thus I, s = [0K true.

B. Assume that M, s=EO0M~a. Then all computations of the
program M are successful and all results satisfy the formula ~«. Hence,
there exists no finite computation which satisfies the formula e. This
means that IN, s|= ~ O Mo, ]

Lemma 5.2. The set of all formulas valid in all FDN semantic struc-
tures is closed under all rules of inference mentioned above.

Proor. Let I be an FDN semantic structure. We shall prove that
for any inference rule, if all premises are valid in 9t then the con-
clusion is valid in .

Consider the rule @ A}ZZI[’% B Assume that IR = (x= p)

and M, s = DM« for some state s. Thus all computations of the pro-
gram M in the structure JJt at the initial state s are successful and all
results s satisfy the formula «, ie. M, s'=«. By assumption
M, s"l=p and therefore M, s|=[1MPB. As a consequence we have
M, s = (OMe = O MB). Hence ((QMa = [JMP) is valid in M.
{(pref [I(if ¥ then M fi)'(~yA ) = B)lien
(pref (] while y do M od o= f) )
Assume that for all i e N the formula
(pref CI(f p then M fi)'(~yA o) = )
is valid in an FDN structure t.
Suppose that for a fixed state s in a structure I}
(pref [J while y do M od )m(s) =1 and fwm(s) = 0.
This means that for all i e N,

(pref CIGf y then M fi)'(~y A ®))m(s) = 0.

Consider the rule
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Thus
Lu.b. pref E_l(lf y then M fi)} (~y A @)m(s) = 0.
ieN
Applying Lemma 2.5 we arrive at a contradiction.’ d

As a natural consequence of the prévious two lemmas ‘we have the
following theorem:

THEOREM 5.3. For every formula o of the language Lo, if « is a theorem
of PAL then « is valid in every semantic structure with the FDN prop-

erty. : ‘ O

| LeEMMA 5.4. Propositional algorithmic calculus is consistent.

ProOF. Suppose the contrary. There then exists a formula « such
that « and ~o are theorems in PAL. By the adequacy theorem for
every- FDN structure It and state s

am(s) =1 and (~a)m(s) = 1.

Since the value of the formula is defined in a unique way, we shall
arrive at a contradiction. » v O

The question naturally arises, whether every formula valid in every
FDN structure possesses a proof in PAL.

In Sections 8-10 of this chapter we shall discuss some classes of
interpretations and extensions of PAL which have the completeness
property.

By a theory based on PAL we shall understand a system {Lo, C, 4)
consisting of the language L, of propositional algorithmic logic, the
syntactic consequence operation C and the set of formulas 4 < F,
called specific axioms.

By a model of the theory T = {L,, C, Ay we shall mean any model
of the set A.:

We can prove the following adequacy theorem for any algorithmic
theory T = {L,, C, 4): ’

THEOREM 5.5. If « is a theorem of a theory T, then every FDN model
of T is a model of .

The proof follows from Lemmas 5.1, 5.2- O
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6. EXAMPLES OF PROPOSITIONAL THEORIES

ExAMPLE 6.1. Propositional theory of arithmetic.

Let us consider a theory Ar = {Ly, C, Axar) based on PAL. We shall
assume that the algorithmic language L, contains two program vari-
ables N, P and one propositional variable z. Axar is the set of all form-
ulas of the form:

ON~z, (z= ~[OP true),
) (ONo = [ON&), (¢Po = [Px),
. (= 0ONYPx), (~z=>(a= DPoNoc))
[0 while ~z do P od true,

where « is any formula.

This set of axioms was discovered by V. Pratt and A. Salwicki (cf.
Mirkowska, 1981)

The Axar theory is cons1stent since it posseses a model.

Consider the structure R = (N, S, w), where N is the set of all
natural numbers and F(N) = {(i, i+1): ieN}, F(P) = {(i+1,):ieN};
w(i) (z) = 1iff i = 0. By an easy verification we infer that 9 is a model
of Axar. We shall call this model standard. Let us see what the meaning
of Axar axioms is. If I is a normalized model of Axar, then

M=OON~z -

says that a state obtained by Na does not satisfy z;
SIR iz{(ON“ = DNO‘) }aeF3
M ={(OPx = (OP) }yer

~ say that Nqx and Py are functions;

M= (~z = OP true)
says that Py is defined only for states which do not satisfy z;
M E={(« = ONOP) }ucrs
M = { (~z = (o = CIPOND) ) Juer
say that Ng = Pt for all states in which ~z;
M =3 while ~z do P od true

says that from any state we must return to the state that satisfies z
after a finite iteration of P.

On the basis of the above mforma’uon we can easily prove the fol-
lowing lemma:
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LEMMA 6.1. Every normalized model of Axar is isomorphic to the stan-
dard model N.

ProoF. Suppose that M = Axar and that P is a finite structure.
Let S ={1,2,...,n} be the set of all states in . By the last of axioms
(1) there exists a state j such that MM, j=z. Let 1, ...,k be all states
Jj for which IR, j |=z. By the first of axioms (1), for every state i < n,
the set Ny(i) is non-empty. Hence

Na@) < {k+1,..\n}, i<n

It follows that there is a sequence of states j, , ..., j, such that j; = j,,
jietk+1, ..., n} and (ji, fi+1) € Nm for i < m. This means that there
is an 1nf1n1te computation of while ~z do P od starting from the 1n1t1a1
state j;, contrary to the axiom [] while ~z do P od true.

Hence if I is a model of Axar then card(IN) > %4,. We shall prove

that for every normalized model of Axar there is a unique state s,

such that
M, so =2z

Suppose, conversely, that there are two states sy, s, and
(2) gJ’t"sl l:Z’ ﬂR,SZI:Z3 S17és2-

Thus the set Z = {a: am(s,) # ou(s,)} is not-empty. Let & be a mini-
ma] formula in Z with respect to the ordering < defined in Defi-
nition 3.3. '
The formula & cannot take the form of pref (8, v f,), pref (8, B),
pref (B, = f3,), pref ~ B, since then pref B; or pref f, would be in Z.
The formula & cannot take the form of ' )

pref O begin M, ; M, end 5, pref O while y do M od §,
pref Q if v then M, else M, fi 5, pref O either M or M, ro f,

since then it would be possible to find a formula which is submitted
to & and which belongs to Z.

Formulas of the form pref z remain to be considered, but in this
case it is sufficient to restrict the prefix to [JN’, where i > 0. However,
from the axiom

m E-DN~Z
we have MM, s; = ~[INz and M, s, |= ~[IN*z.
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Thus the states s, , s, satisfy exactly the same formulas and therefore
5, = §,, a contradiction with (2).
Hence in every normalized model Mt of Axar there is exactly one

state which satisfies z.
Since Noy and Py are functions, the only possible s1tuat10n is de-

’scnbed by Figure 6.1.

This is obviously isomorphic to the standard model ¢ since the map-
ping A, .

: h(n+1) = No(h(n)),
h(0) = so,

defines a one-to-one homorphism from 9t onto M. |

LEMMA 6.2. Any two models of Axar are algorithmically equivalent.

Proor. This follows from Theorem 3.2 and Lemma 6.1, since any
two isomorphic structures are algorithmically equivalent. - O

REMARK. One can conceive of the propositional theory of arithmetic
as the theory of a calculator. We are given a black box (cf. Figure 6.2)
with a lamp z and two buttons N and P. The axioms (1) are all we know.

buttons

L ® 07T

amn~] .
Jamp . N P

Fig. 6.2

Their interpretation is as follows: after pressing the button N the
lamp z is switched off. If the lamp z is switched on the button Pisblocked;
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button P pressed a finite number of times causes the lamp z to
light up. :

From Lemma 6.1 we know that inside the black box there is a regis-
ter for a natural number (don’t ask us how this is implemented). Suppose
we have three such modules (cf. Figure 6.3)

® 0o ® oo ® oo
Zy N1 P1 Zs NZPZ 23 N3 P3
Fig. 6.3

and consider the following program
PLUS: begin while ~z, do P, od;
while ~z, do N;; P, od;
while ~z; do N;; P; od;
end.

We can imagine that a lid is constructed which, when put over the three
modules, brings into operation a new button - which, when pressed,
causes the sum of registers R, and R, to be evaluated and placed in the
register R,. : |

EXAMPLE 6.2. Propositional theory of stacks. We shall now describe
a propositional version of the algorithmic theory of stacks.
Let St = <L, C, Axst) be an algorithmic propositional theory, where
L is an algorithmic language as described in § 1 which contains the
propositional variables e, 1, #2 and the program variables push,
pop. Axst is the set of specific axioms and contains all formulas of the
following form:
Opush ((~eA ~12At1) v (~ea~tla 12)),
(e= ~(11ve2),
[0 while ~¢ do pop od true,
(e = [ push(¢popa)),
(e = ¢pop true),
(O pop « = ¢ pop «),
((¢opush(aa B)A dpush(on ~ )) = O push «),
where «, f are arbitrary formulas of the langliage.
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The St theory is consistent since the following structure

~model of Axst: M = S, .#, w) where § = {1, 2¥*ug@.
 S(pop) = {(is,5): s€S,i=1,2),
F(push) = {(s, 15): se SHo{(s, 25): se S},

w(s) = v, such that o,(t1) =1 iff 5 = 144, ...,
7)5(1'2) = 1 iﬂ § = 2i1i2 ceey
ve) =1 iff s=0.

237

is

a

This model, known as the standard model, is illustrated in Figure 6.4.

N\
AN

: 11 /2\ 22
111 212

211 112

Fig. 6.4

LEMMA 6.3. Every normalized model of St is isomorphic with the

standard one.

The proof is similar to the one given in the previous example.

O

LeMMA 6.4. Any two models of St are algorithmically equivalent, []

7. LINDENBAUM ALGEBRA

We shall now describe the Lindenbaum algebra of a theory T
= (L, C, 4) based on PAL and some of its properties, which will be

useful in further considerations.

i
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Let T be a theory based on PAL and let & be an equivalence relation
in the set of all formulas F defined as follows:

axf iff (¢=p) and (B=a) are theorems in T.

It is easy to verify that & is a congruence with respect to Vv, A, ~,
and if « & f then, for every program M, [IMa = CIMp and (Mo
x OMp. .

By ||«|| we denote the set of all formulas j such that « & B. The fol-
lowing theorem characterizes the algebra F, | = (cf. Chapter III, §1).

THEOREM 7.1. The system {F|~,u,n, —) is a Boolean algebra,

where |[a|UlIBI = liv A, —lladl = ll~ell, lladlnllfll = lAp

and.: ‘
@ ledl < |1BI| iff (« = P) is theorem in T,
(i) « is a theorem in T iff ||| = 1,
(iii) ||~el| # O iff « is not a theorem in T. O

TueoreM 7.2. For the arbitrary formﬁlas aweF, yeF, and for any
program scheme M, the following equalities - hold:
||pref ] while y do M od of|
= lu.b.|| pref (TIGf y then M fi)'(~yA0)ll,
ieN
||pref ¢ while y do M od ||
= Lub. || pref (OGf y then M fiy'(~yA a))il,
ieN ’ .

where pref is an arbitrary prefix.

The proofs of Theorems 7.1, 7.2 are similar to the proofs of Lem-
mas 1.1-1.3 in Chapter IIL O

COROLLARY. Under the same assumption as in Theorem 7.2

I]&pref {1 while y do M od «f
= glb.|| ~pref CI(if 7 then M fi)'(~yAall,
ieN

[|~pref ¢ while y do M od «ff
= g.lb.||~pref ¢Gf y then M fiy(~yAa)ll. 0
ieN

By the above theorem, the Lindenbaum algebra F/~ can be considered
as a Boolean algebra with an at most enumerable set of infinite oper-
ations (Q)
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' W .
Lu.b.|| pref [I/if y then M fii(~yAa)]], <
@ o0 o N L
1}2}5)'” pref O{If p them M fli}(~y/\ o)|| G

for 2ll M ell, a e F, y € F, and an arbitrary prefix pref, .
Let us recall that by a Q-filter in the Boolean algebra F /& with the set
of infinite operations Q we understand a maximal filter that preserves
all Q-operations, i.e. a maximal filter & such that l.u.}?.ll pref OGf y
ie

then M fi)’(~yA )|l € # implies that there exists an iy such that
' [lprefO(if y then M fi)o(~yAa)]|eF, cf. Appendix A.

Making use of the Rasiowa-Sikorski Lemma (Rasiowa and Sikorski,
1968) we obtain the following:

LemMA 7.3. If the theory T is consistent then the Lindenbaum algebra
of that theory is a non-degenerate algebra and the family of all Q-filters
in F|x is a non-empty set (cf. Appendix A). O

8. DETERMINISTIC AND TOTAL INTERPRETATIONS OF ATOMIC
PROGRAMS

In this section we shall consider a special kind of semantic structures
called functional semantic structures. §

By P, we denote a semantic structure {S, #,w) which assigns
a total function in S to every program variable. We shall say that M,
is a functional semantic structure..

Let us extend the set of axioms defined in § 5 of this chapter by the
axioms of the following two schemes: '

CIK true,
(0Ka = [1Kx), for Ke Vo

and all formulas « € F. Denote the new consequence operation by C;
and corresponding propositional calculus by PAL,.

We shall say that « is functionally valid if it is valid in every functional
structure.

LeMMA 8.1. If « is a theorem of PALy then o is valid in every functional
structure M. '
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Proor. To prove this lemma it is sufficient to discuss the axioms
[OK true ~ and (Ko = (1K), where KeVp.

The validity of these formulas follows immediately, since for every
" state s, the set K, (s) has exactly one element (see also Lemma 3.4). [

LemMA 8.2. The propositional algorithmic logic PAL; is consistent. [

" Let us note that the set of all theorems in PAL, is closed under the
generalization rule :

o
OKe

for Ke V.

LevMa 8.3. The following formulas are theorems in PAL,:
CK(xv p) = OOKav OKp,
OK(aA B) = OKanKp,
~[OKo = QK~a,

where K is a program variable and o, p are arbitrary formulas. O

COROLLARY 8.1. There are formulas which are functionally valid and
which are not valid in every structure. O

Let T; be a consistent theory based on PAL,. We shall construct
a model of such a theory. Let & be an arbitrary Q-filter in the
Lindenbaum algebra of that theory (cf. § 7 of this chapter).

We shall consider a proper semantic structure M

M = Wo, £,

where
W, is a set of valuations ¥pee, pref € ({0K}kev,V {O0K}xev,)*
Vpree(q) = 1 iff ||pref gf| € #, for every propositional variable g, and
# is a functional interpretation of the program variables in Wo

such that
FI(K) = {(Dprer> Vprerir): for every prefix pref}, KeV,.

The following lemma holds.
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LEMMA 8.4. For every formula o« and every prefix c
Heall e & iff Mg, 0. zo

Proor. The proof is by induction on the complexity of the formula.
The basic step of induction follows immediately from the definition
of Mx. Assume that Lemma 8.4 holds for all formulas which are
submitted to . ‘

1. Suppose «, is of the form [1Kx where K & Vs

EUK.?" (2 ’: DK“ lﬁ‘ E);Rﬁs Y.nk l’: o.

By the inductive assumption ||c (K| € £#.
2. Let oy be of the form (xv ).

mtgr,‘vci:_(dvﬁ) lﬁ EIR.@';'UC[:“ or mtﬂ"vcr:ﬂ-

By the inductive hypothesis, this is equivalent to [lcx|| € # or |[[cf]|
€ #. But the formula (cavef) = c(xvp) is a theorem in 7, thus
lle(xv Bl € 7. |

3. Consider a formula «, of the form [] while 7. do M od . By
Lemma 2.3 we have Iiz, v, |= [ while ¢ do M od g i.¢) iff there exists
an i, such that My, v, =OGf y then M fi)o(~yAB). By the in-
duitive\hypothesi§ this is equivalent to the following:

o)

By the definition of the Q-filter # we have

Mo, v = o iff 1.31.};.11@(&;» then M fi)'(~yAB)|| € F
and from Lemma 7.2. )

Mz, v. =0 iff ||c[] while y do M od f|| ¢ F.

4. Consider a formula o, of the form [] either M, or M, ro .

By the definition of interpretation and the value of the formula
Me, v =00 either M, or M, ro B iff My, v.=O0M;p and
M#, v. E[IM,p. By the inductive hypothesis and the properties
of the Q-filter we have

[ (either M, or M, ro Pmz (@) =1 iff

leOMBlleF and |[lc OM,f|| e &.

_ Since ‘

PAL, - (M, BAIM,p) = [J either M, or M, 10 3 .

LS @iilTaae y then M fiyo(~ya Bl e 2. <




242 V PROPOSITIONAL ALGORITHMIC LOGIC

then from Lemma 8.3 we have
Moo= i |lc O either M; or M, ro fi| e &.

5. Let o, be of the form ~a«. Then Mz, v, = ~a iff ||ca|| & F.
Since the filter is prime and the formula (OQK~a = ~0Kx) is 2
theorem in PAL;, we have Mz, v, = ~a iff |lc~al| e Z.

The remaining cases can be dealt with analogously. O

THEOREM 8.5. For every formula o, « is a theorem of PAL, iff o is
functionally valid.

Proor. By the Adequacy Theorem 4.1, if «is a PAL, theorem, then
o is functionally valid. ‘

Suppose that « is a functionally valid formula and « is not a theorem
in PAL,;. By Theorem 7.1, ||~«l| # 0. By Lemma 7.3 there exists
a Q-filter &# in the Lindenbaum algebra F/x such that |[|~«f| € Z.
Let us construct the set of valuations v, and the interpretation £ as
defined above for this filter. By Lemma 8.4, Ms,v,}= ~«, and
therefore « is not functionally valid. v (|

THEOREM 8.6. The theory T = {Ly, C, A> based on PAL; is con-
sistent iff T has a model. '

Proor. The o@fvay implication is obvious. Assume that I"is con-
sistent, i.e. that there exists a formula « such that « is not a theorem
in T. Thus ||~ «|] # 0 and there exists a Q-filter # such that ||~ x|l e #.
The semantic structure I defined as above is a model of T. Indeed,

if B €A, then for every prefix ¢, .
A cp.

Hence ||cf|| € #. By Lemma 8.4 Mgy, v, =B for every valuation o,

in ﬂﬁy, ie. E!Rga'l:ﬂ O

As a consequence of the above theorems we have the following
Completeness Theorem:

THEOREM 8.7. For any consistent theory Ty based on PALy, the fol-
lowing conditions-are equivalent:

() o is a theorem of T,

(ii) o is valid in every proper functional model of Ty;
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(i1)) o is valid in every normalized functiondl model of Ty;
(iv) « is valid in every functional model of Ty.

PROOF.

(i) — (ii) by the Adequacy Theorem 5.3.

To prove that (ii) implies (i), assume that « is not a theorem in 7.
Thus |[~«|| # 0. A Q-filter # such that ||~a|] € # therefore exists,
Let us consider the proper model Mz connected with &F. From
Lemma 8.4, for every prefix pref,

. gjt.?",vprefl::N“ iff ||pref ~af| € Z.
In particular,
non Ms,v, o,

and therefore it is not true that o is valid in every proper model of 7.
(iii) — (i) since the canonical model Mz is normalized.
(i) — (iv) by Adequacy Theorem 8.5.
(iv) = (i) and (iv) - (iii) are both obvious. O

9. PARTIAL FUNCTIONAL INTERPRETATIONS '

In § 8 of this chapter, where the simplest version of propositional
algorithmic logic was described, the meaning of the program variable
was a total function.

We now study another version of PAL, in which every interpretation
of the program variable is a partial function. We shall prove the Com-
pleteness Theorem in a new way; the models constructed here are no
longer proper models.

Let us denote by PAL,; a deductive system based on the axioms
and rules described in § 5 of this chapter with one new axiom scheme

(0K = [IKx)
for every program variable K and every formula «. Our aim in this
section is to prove the following property:
For every set of formulas Z and every formula «
Z Fpr iff Z ]:pf(x;
o means that we shall consider only structures MM, = (S, £, w)

‘in which for all K€V, and s € S, K(s) is an at most one-element set.
In other words, the meaning of a program variable is a partial function,
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First of all, let us note that in every structure 9, the formula
(0K = [1K%) '

is valid for every K€V, and « € F (cf. Lemma 3.4).
As an immediate consequence of Lemma 5.2 and the above obser-
vation we obtain the following lemma.

LemMaA 9.1. For every theory T based on PAL, and every formula o,
if Tpet, then T pect. ’ O

Let T be a consistent theory based on PAL,;. We shall construct
a model of T in the Lindenbaum algebra of that theory (cf. § 7 of this
chapter). By a canonical structure of a theory T we shall mean a semantic
structure M, such that

My = <QF, Fo, wo),
where:
OF is the family of all Q-filters in the Lindenbaum algebra of the
theory 7,
for every program variable K, #,(K) = {(F 1, ¥,) € QF?: ||¢K true||
€ &, and, for every «, if ||[JK«|| € #, then [|a]] € F,};
W, is a function which to every Q-filter & € QF assigns a valuation v&
such that for all peV,
vs(p) =1 iff [pllesF
Let us consider the canonical model EIRO of a consistent theory Ty,

émo = (QF, Sy, wo).

Facr 1. QF is a non-empty set.

Fact 2. For every program variable K, every formula [ and every
Q-filter &, if ||OKBl| € F then there exists a Q-filter % such that
F K, F a_nd 1Bl e #:.

PRrOOF. Let us denote by Z,¢ the following set
{llodl: [IOKal| € # 3.

1° Zgx # O.

Indeed, since ||OK true|| € # and -, (OK true = 1K true) we have
[ICIK true]| € & and therefore ||true|| € Zgzk.

2° Zzx is a filter.
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S
Let us assume that |[(xAp)Il € Zgx. From the definition of Zgg,
OK(zAp)ll € #. From the axiom [1K(aAf) = (OKeAOKB)
we have ||(T0KaA OKB)| € F.In fact F is a filter, thus ||[OK«x|l € #
and ||C1KB|| € & and therefore ||«] € Zgx and ||fll € Zzx.
3° Zgx is a maximal filter. :
Suppose that {lo]| V8]l € Zgx. Thus, |[(xvpP)ll € Zsx and con-

sequently, ||[CK(xvp)ll e ZF. From the axioms of PALg, pO0KO -

= K6 for every formula 8 and
= O0K(av B) = (0K v OKP).

Hence, we have {[(CKaV C1Kp)|| € #. Since F is a maximal filter,
IOKel| € # or IOKBll e F. As a consequence of this, [{el| € Zgx
or [|Bll € Zgx for any two formulas o, 8.

4° Zgx is a Q-filter.

Suppose that,

||pref [ while y do M od «| € Zsx

for some prefix pref, formulas y € Fyand o € Fand a program Mell
Hence, ||C1K pref [1 while y do M ‘od of| € #. But & is a Q-filter, thus
there exists an i such that ||[(1K pref [0 Gf ¥ then M fi)(~yAx)lie
€ . By the definition of Zgx, || pref (1 (if y then M fi)i(~yA )€
€ Zzk.

Analogously we can prove that if ||pref ¢ whiley do M od || € Zzx
then there exists an i such that [|pref ¢ (if y then M fiy(~yAa)ll € Zok.
Hence Zgzx is a Q-filter.

Observe that since ||[0KBll € # and e (OKB = JKB), then ||Bll €
€ Zgx. By the definition of Mo, (¥, Zzx) € Km,. Hence Zzx is the
required Q-filter. . Od

FaCT 3. For every Q-filter & € QF. and every program variable K,
Ka (F) is an at most one-element ser. -

PRrOOF. Suppose the contrary. Let &, F, € K (#). By the defi-
nition of the canonical structure and the proof of Fact 2,

.9‘72 o Zgz:K and 5;1 o) Zg‘K.
Since Zgx is a Q-filter, it cannot be contained in any other Q-filter.

Thus F, = F, = Zzk. ‘ O
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FacT 4. If ||O0Kal| € F then, for every Q-filter & ' FRg,F' im-
plies |||l € 7. ] :

“This is an immediate consequence of Fact 2. ’ s
The following lemma is basic for our further considerations:

LemMA 9.2. For every formula « of a propositional algorithmic language
and for every Q-filter ¥ € QF, :
® M, Fla iff |edles
Proor. The proof is by induction on the complexity of the formula .
For the base of induction (propositional variables) the proof of
Lemma 9.2 follows immediately from the definition of the canonical
structure Wi, . .
Assume that () holds for all formulas that are submitted to a
formula « (cf. Definition 3.3).
—— Let us consider a formula [1Kf, where K is a program variable.
Suppose that Mo, F =0KB. ,
By the definition of the structure Mo, Kmo(F) # D, and .

) for every #' € Kmo(#), o, F EP-
By the inductive assumption ||8|| € #* and since FKp,F', We ’have
@ oK truel e #.
Now suppose that ||[JKB|| ¢ #. The formula
(~OKB = (0K~ B v~ OK true))
isa theorem of PAL, and thefefore
(0K ~B v~ 0K true)|| € &.
Since & is a maximal filter, we have
3 loK~Blle F or
@ ||~ 0K traejl e F.

Case (4) is impossible because of (2). o
Suppose (3). By Fact 2 there exists a Q-filter F" such that

FKp,F"' and ||~BlleF".

By (1) and the inductive assumption we have l|8lle # ", a contradiction.
Hence, if My, F =IKB then ||OIKBl € #. w
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Conversely, if [|[[1Kf|| € &, then by Fact 3, for every Q-filter &’
if FKm,#' then [|B]l€ #’, and by Fact 2, Kp(F) # Q. By the
inductive assumption My, F' = and therefore IM, & = 1KB.
— Consider the formula ¢K«, for K€ V};. Suppose that M, , F = 9 Ko
By the definition of interpretation £, there exists a Q-filter % such
that K, and My, F' |= o By the inductive assumption, we have

®) FKp, 7' and ||« e F.
Suppose that I]oKocll ¢ F, then
© l|~ QKall € F.

Since FKm,#', we have |[¢Ktrue|l|eF’. Since I [JK~a
= (~QKan QK true), we have by (6) ||[IK~ al]eF and by (5)
l|~all € #', a contradiction. Conversely, if || 0K«|| € & then, by Fact 2
and the definition of the interpretation £,, Moy, F = OKo.

The proof of other cases is similar to that of the analogous theorem
for non-deterministic algorithmic logic (cf. Chapter VI). O

THEOREM 9.3 (Model Existence Theorem). For every consistent theory
Tyt = (Lo, C, A) based on PAL there exists -a model of T,.

Proor. We shall prove that the canonical structure M, of the theory
Ty is a model of A. ) o v

If we let § € 4, then ||f]| € & for every Q-filter #. By Lemma 9.2,
Mo, F I=p. Thus M, is a model of the set 4. |

The Completeness Theorem below is a simple consequence of the
above considerations and the fact that I, is a normalized model.

THEOREM 9.4. For every formula o of a consistent theory Ty
= (L, C, 4) the following conditions are equivalent:
@) « is a theorem of T,.
(i) o is valid in every pf-model of Ty.
(i) o is valid in every normalized structure M, which is a model of T;.

PRrooF. (i) implies (ii) by virtue of Theorem 5.3. To prove that (i) im-
plies (i), assume that « is valid in every model of Ty and o is not a the-
orem. Then by Lemma 7.1, || ~«a|| # 0. Hence there exists a Q-filter %
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which contains ||~ l||. From Theorem 9.3 the canonical structure M, ‘
is a model of 4 and from Lemma 9.2 formula « is not valid in &. Thus
M, is not a model of «. : Od

10. BOUNDED NON-DETERMINISM: THE COMPLETENESS THEOREM

In this section we shall consider another complete extension of PAL.
Every program variable will now be interpreted as a relation which
contains at most m pairs with the same first element. o
We shall discuss in detail the case m = 2, i.e. we shall assume that
in every semantic structure and for every state we can pass to at most
two other states by means of an atomic program K, KeV,.
Let us denote by Ax, ‘the following scheme

(OK(A B) A OK(x A~ f) = CIKe)
where KeV,, «, B € F.

Lemma 10.1 below explains the meaning of this formula.

Levmva 10.1. Let M be a normalized structure M =S, £, w).
If M = Ax, then for all s€ S, card (F(K)(9) < 2
ProoF. Let I be a fixed normalized structure and
(Va, e F) M= Ax,.
Suppose that’
card (#(K)(s)) > 2 for some state 5.
Let 54, 52,53 € Km(s) and 5, # 5,, 52 # 83, 81 7 53- There then emst

formulas o, B such that

am(s;) # em(sa), am(s;) = om(sa), ®

Ban(s1) # Pmlss). AR
Let 7 denote y or ~y depending on its value in the structure I and
state s,

Y if M, 5, =y,
. 7=~y

if M, s, =~y
We now have '

M, s, = @GEAP and M, ss = @EA~P)
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Hence, _ _
M, s = (OK@A B A OK@EA~P)),
and at the same time"

M s, E~z ie. M,skE~DOKa
Thus ’ __ ~ ~ ,
M, s = ~((OK@A B)A OK(aA ~B)) = OKz),

a contradiction. : » [}

Lemma 10.2. ‘If M is a semantic structure W = (S, F, w) such that
Jor all s €S, card (Km(s)) < 2, then M is a model of Ax,.

Proor. Since the value of the formula is defined in a unique way
and any state cannot simultaneously satisfy both of the formulas (zA f)
and (xA~f), Lemma 10.2 is obvious for card(Km(s)) < 1. Suppose
that for some s, card (Kgm(S)) = 2. If one state of the set Ky(s) satisfies
(xAp) and another one (xA~p), then obviously [Ke is also sa-
tisfied. . , O

Let PAL, denote a propositional algorithmic logic which is an ex-.

tension of PAL by the scheme Ax,:
((OK(@APAOK(aA~p)) = [0Ka), «,pEF, KeV,.

Let T, be a consistent theory based on PAL, and let M, be the
canonical structure for that theory, R, = (QF, #,, w0> (cf. § 9 of
this chapter).

LemmA 10.3. The canonical structure for T, is a model of AX,.

Proor. By Lemma 10.2 it is sufficient to prove that card (Km(#)) < 2
for every QO-filter #. Suppose that

Kimo(gz) > {F, %, F3},

where &, %,, F, are different Q-filters. Hence, there exists' a for--

mula o« such that
ldleF, and |lol| ¢ F

Since & 3 is maximal, then either ||«|| or || ~«|| belongs to & 5.
A. If |||l € &5 then there exists a formula § such that

1Bll¢F5 and |IflleF,.
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B. If ||al| ¢ &# 5 then there exists a formula f such that
1Bl ¢ F> and [IBll€Fa
These two possibilities are illustrated in the fo
ure 10.1: :

llowing diagram, Fig-

B.

A.

K true

Fig. 10.1

Consider case A. ,
If ||OK«|| € &, then llall € FinF 2 by the definition of the inter-

pretation Jo. This contradicts our assumptions. Thus, NOKell € F. -
Since & is a maximal filter, we have ||~ [Kal| € #.

By Ax, and the maximality of %

)] |~ oK(@nPlleF or

@ [|~0K(@A~pll € F.

Assuming (1), we have

I(~ DK true v OK ~ (@A BlleF.

Thus ||[C1K ~ (e B)l] € # and in consequence

3 I~ (@Al € FNFNF 3.
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But ||~a|| ¢ F,, and ||~ pl] 95%'1, which contradicts (3). | , 1
Assuming (2), we have :
 [(~OKtruevOK~(xa~p))l e F
Thus ||0K ~(«A ~B)|| € F and by the definition of .%o,
T~ @A ~B)ll € FinFynFs.

But ||~«|| ¢ #F5 and ||B]| ¢ F3, a contradiction. Hence situation
A is impossible. '
Now let us consider case B.
After considerations similar to the above ones, we find that both

IOK~alje# and |[O0K~all ¢F

&

lead to a contradiction.
It is thus impossible to have three different Q-ﬁlters /1, J’z, F

such that
FKs,F;, i=1,2,3. - O

The following lemma i fundamental to our. further discussion.

LemMma 10.4. If ||OKa|| € &, then thére exists a Q-ﬁlter F' such that
lle|| € F' and FKs,F'. '

Proor. Consider the set
Zzx = {lIBll: 1OKBIl e F

Zgzk is a proper filter as was shown in § 9 of this chapter. -
A. We claim that for every formula of the form

pref C while y do M od
there is an 1ndex i such that

[Ipref O while y do Modﬂ=>pref O(lfythen M i) (~y/\ [ 1
EZng .

We denote the antecedent by while for short and the succedent by if. i
Suppose that for every i » : ‘

“ | (while = if )| ¢ Zzx.
By the definition of Zzx
(|~ OK(while = if¥)||e #. for all i.
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By axiom AX,, fo;‘ every formula §

|l~oK((whz"le = if)A O) Vv ~ OK (while = ifHa ~5)]| cF.
Let us take the; formula while to be 9. We then have

[(~ OK(if! A wihile) v ~ OK (~while)) || € .

Since ||OK true|| € # and since F is a maximal filter, we have for
every natural number i, either

10K ifl| ¢ F or ||[OK while|]| € #.
" Hence, either
®) [IO0K while|l e & ~ or

© 10K if || ¢ & for every ieN. ;

If (5), then by the properties of Q-filters there exists a natural number
i such that ||[0K iff]| e #.

Hence ||ifY||eZzx and since - (if* = (if'v ~while))  we have
||(while = if")|| € Zzx, which contradicts (4).

If (6), and since & preserves all infinite operations, then

M lub K if ¢ 7.

By the properties of Lindenbaum algebra (cf. § 7 of this chapter) we have
Lub.||OK ifF|| = ||OK while||.
_ieN
Thus by .(7) ||~while|| € Zzx.
The formula
(~ while =(while = if)) for all ie N
is a theorem and Zgx is a filter, hence |\while = if || € Zzg, which
contradicts (4). This proves supposition A.
B. We shall now consider. the set Zzxu{l||}.
This set has the finite intersection property (cf. Appendix A). So, if
l1Bill € Zzk, i<m and  [IBllA oo AlIBalIA ]| = 0,
then ‘

}—(OC: N(ABIA Aﬁn)),
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and consequeﬂtly
- (0K = OK ~ (ByA ... ABw).
Since ||O0Kal|| € &, we havé
10K ~ (B A .. ABI € F. |
Thus ]|:~[|K(/31/\ e ABJI€F in contradiction to ||f;l] € Zsk.
C.. We can hence construct a proper filter which contains
Zzxu {lld]|}, cf. Appendix A.

By the Kuratowski-Zorn Lemma (cf. Rasiowa and Sikorski, 1968)
this filter can be extended to the maximal filter %
This filter &’ is a Q-filter, since from A, if

Lub.|| pref OGE y then M fi)(~pA P)l| € F
ieN

then there exists an i such that
|| pref OGE y then M fi)i(~yAp)l| € F'.
This proves Lemma 10.4. ) |

We can now prove the following truth lergma:

LemMA 10.5. Let T, be a consistent theory based on the two-non-deter-
ministic algorithmic logic PAL,, and let M, be a canonical structure
of T,. For every Q-filter & in the Lindenbaum algebra of T, and every
Jormula o,

llelleF if Mo, F o

The proof is by induction on the complexity of the formula « and
is similar to the proof of Lemma 9.2. The fundamental step in this
induction was proved in Lemma 10.4 in connection with the formula
OKo, O

COROLLARY. The canonical structure WMo of T, is a normalized two-
-non-deterministic model of T,. O

Using Lemma 10.5, we obtain the Model Existence Theorem:
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THEOREM 10.6. Theory T, is consistent iff there is a model of T,. [

The following theorem asserts that the semantic consequence oper-
ation and the syntactic operation coincide.

N

TueorEM 10.7. (Completeness Theorem). For every consistent the-
ory T, based on PAL, the following conditions are equivalent:
() « is a theorem of T,;
(i) « is valid in every normalized two-non-determmzstzc model of T,;
(iii) o« is valid in every two-non-deterministic model of T,.

PROOF. ,

(i) — (i) by the Adequacy Theorem 5.3 and Lemma 10.2.

(iii) - (ii)- obvious.

To prove the theorem it is sufficient to verify that (i) implies ().

Suppose (ii) and non T, + «. Hence, by Lemma 7.1, ||~ # 0,
and from Lemma 7.3 we can construct a Q-filter & in the Lindenbaum
algebra of that theory such that ||~al| € #. By Lemma 10.5, for the
canonical structure M, of T, the following condition holds:
Mo, F = ~a, in contradiction to (i), since: M, is a normalized
two-non-deterministic model of 7,. Thus (ii) - (i), and Theorem
10.7 holds. ) R a
At the beginning of this section it was proved that two-non-deter-
ministic structures can be characterized by formulas in algorithmic
propositional language. It would .be interesting to know whether the
language assumed here allows us to characterize m-non-deterministic
structures. h

- By an m-non-deterministic structure we shall mean a semantic struc-
ture M = ¢S, £, w) such that card (Km(s)) < mforall s € Sand KeV,.

The following lemma provides an answer to our problem. For each
natural number m there is a set of formulas Z in the proposmonal
algorlthmlc language which satisfy the following condition: for every
normalized semantic structure 9, M = Z iff M is m-non-deterministic.

LeMMA 10.8. Let m be a fixed natural number and let Ax, be the set
of all formulas of the following form:

m—1

0 oK(az"lA o AOPR) = [_‘_lK(U CATN5)
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where k = [log ml+1, (W' ... n}) is a binary representation of i KeV,,
aj € F, j < k, «° denotes o and o' denotes ~ a. Then the following condi-
tions hold: ,

Q) if M=Ax,, and M is normalized, then M is an m-non-determin-
" istic structure;

@) if M is an m-non-deterministic structure, then

M = Ax,,.

Proor. Let M = (S, £, w) be a normalized structure and M = Axpy.
Assume that the theorem does not hold, ie. for some K and s,
Card(sz(S)) > m. Let o, ..., Sm—1, 5w be elements of Ky(s). Since
MWt is normalized, there are formulas which distinguish these states.
Let & = [log(m+1)]+1. Let ay, ..., oy be formulas such that for any
two states s;, s; there is a formula «;; which is satisﬁed‘by 5; and is
not satisfied by s;. Let

M, so = A .o Ao,
P, s 2@ A .o A ~ay),
MW, 52 (@A oo A~og_ Ay ... etc.
The state s, does not satisfy any of the first m conjunctions. Thus

m-l . - . . .
M OK(O('I'il/\ /\zxZ;‘) is satisfied in s and s, does not satisfy
i=0

m—1 i '
U @A . Aaﬁ), in contradiction to IR |=Ax,. This proves the
i=0

first part of Lemma 10.8.

We now assume that 9 is an m-non-deterministic structure. Thus for
all se S : ‘
card (Km(s)) < m. v
If card(Km(s)) < m for some s, then the antecedents in the formulas
from Ax,, are not satisfied by s. Hence A4x,, is valid in s.

Suppose that card (Km(s)) = m and for the formula

' §; = (oc'l'il/\ Aocg;)
we have

m, s Lzrﬁl OKS;.
No two formulas 6i,"g:, i # j, can be satisfied by the same state. Hence
for every 5" € Kin(s) there exists 7, such that M, s’ = &;. Thus (0K Ql d;
holds in s. Hence M = Ax,,. ’ " |
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Note that we can also describe the strict degree of non-determinism
by a set of formulas. '
Assume that, for a program variable K,

' m-1 m—1
X = {OK true, () ¢K6; = OK ) 6)}
i=0 i=0

where §; is the same as in the lemma above. Then for any normalized
structure M = (S, I, w)

MEX iff (VseS) card(f(K)(s)) m.

Consider the algonthmlc logic PAL,, which arises from PAL by adding
a scheme of axioms Ax,,. From the Adequacy Lemma 5.5 and Lemma 10.8
this logic is adequate.

LemMA 10.9. If « is a theorem of algorithmic theory based on PAL,,
then « is validin every m-non-deterministic model of Ty,. [

Adapting the procedure described in §§ 9 and 10, we can generalize
the. theorems obtained previously.

1. The canonical structure of T, is a normalized m-non-deter-
ministic model. '

IL. T, is consistent iff T, possesses a model.

II1. For any consistent theory T,, the following condltlons are equiv-
alent:

Tot— o

MEa« for all normalized m-non-deterministic models M of T,,;

M=o for all m-non-deterministic models M of Tn. ’

We can also consider a mixed system such that from the point of view
of one variable it is m-non-deterministic and from the pomt of view
of another variable it is n-non-deterministic.

Let 7 = (my, m,,...) be an infinite sequence of natural numbers
and let us assume that K, K,, ... is the sequence of all program vari-
ables in the algorithmic language Lo. We shall say that M=4<S,5,w)
is an 7-non-deterministic structure if for every program variable Kj
and for ‘every s € S, card (£ (K)(s)) < _

We shall consider the propositional algorlthmlc logic PAL5 as an
extension of PAL by the set of schemes

Axp(Ky) fori=1,2,..
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Namely, for every program variable K; which is my-non-deterministic
we shall assume one scheme of axioms Ax,,(K;). It is obvious that

. properties I, II, IIT hold for any theory T based on PAL;,

I. T is consistent iff T3 possesses a model,

II. The canonical structure of Ty is a normalized mi-non-deter-
ministic model,

III. For every consistent theory T% the following. holds
Ti-oa iff ThEa ' 0O

11. ELIMINATION OF BOUNDED NON-DETERMINISTIC PROGRAM
VARIABLES

We shall prove that non-deterministic program variables can be elim-
inated by deterministic ones. For example, if X is a program variable
satisfying axiom Ax, '
(0K @A B A OK(@A~p) = [IKe),
_then we can replace K by the non-deterministic program
either K, or K, ro ’
with two program variables K, K, which satisfy the axioms
WK = 0K ), (0K,a= 0K,o).
In this way each m-non-deterministic theory T, can be transformed
to a partial function theory T,.

We shall construct a mapping which assigns formula o in T, to
every formula « in T, with the following property

Tomoe ff Ty e
Let T, be a fixed consistent m-non-determiﬁistic theory
Ty =Ly, C, 4.
To every program variable K € V, of the language L, let us assign m
program variables K, K,, ..., K,, which do not belong to L.

The propositional algorithmic language based on the set of program

variables V, = {K,, ..., Knlxev, and the same set of propositional
variables will be denoted by L.

Let « be a formula and let M be a program scheme in the language L,.
We shall write «’ to denote a formula in Lg and M’ to denote a program
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scheme in L{ which are the results of simultaneous replacement of all
occurrences of K in « and in M by a program scheme of the form

either K; or
either K, ot

either K,,_, or K, ro
ro

ro.

For short, (K, or K, or...or K,).
Let 90t be a semantic m-non-deterministic structure

M =S, 2, w

for the language Lo. We shall construct a new structure M'—a partial
function structure —for the language Lo in the following way:

M =S, I, wy:
If #(K) = {(s,8): i =1,...,k}, then
F(K) = {(s,s)} forj=1,....k
F(K) = {(s,5)} form=j>k
If S(K)(s) = &, then #'(K;)(s) = @ for j =1, ..., m. This trans-
formation is illustrated in Figure 11.1.

Let m = 3.
It is obvious from the definition that

Km(s) = (K or ... or K,)m(s)

for all K € ¥, and every state s. This equality can be generalized to any
program scheme. Let us first note that every computation @ of the
program scheme M in the structure 0t at the initial state s can be trans-
formed into a computation ¢’ of the program M’ in the structure
P’ at the same initial state. This transformation is described as follows:

1. Let us put the program '

(K, or...or K,)
in the place of K.
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The structure I - " The structure 9’ .

o0 o=

Fig. 11.1

2. Let us replace any two configurations of the form
{s; K, Rest),
<si; Rest),
by the following sequence of configurations:
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{s;(K; or...or K,), Rest),
{s; (K, or ...or Ky), Rest),
(s; (K;or...or K), Rest),
{s; Ki, Rest),

{s;; Rest).

3. The sequence obtained in this way is a computation ¢’ of the
program M’ in the structure M.

The converse transformation is obviously also possible. Moreover:

(i) The computation ¢ is infinite iff the computation ¢’ is infinite.

(i) 5 is the result of @ iff § is the result of @',

COROLLARY 11.1. For every program scheme M and every formula o
M™(s) = Mm(s), '
am(s) = aim(s). ul

Lemma 11.2. A'theory‘T,,, = (Lo, Cm; AY has a model iff the theory
Ty = {Lo, Cor, A" has a model.

Proor. Let M be a model of T,,. By the corollary, I’ is a model
of T,. Conversely, if PV is a model of T, then the structure

M = (5,5, w, where FK)(S) = ) K (s), KeV,, s€S, KieVyis
i=1
model of T,. . O

From the Model Existence Theorem for T,; and T, we infer that
an m-non-deterministic theory T, = {Los Cm, A) is consistent iff the
corresponding partial function theory Tye = {Lo, Cpr, A 18 consistent.

Analogously, by the Completeness Theorems for Ty and T, we

have the following theorem:

THEOREM 11.3. For every formula o € Lo, o is @ theorem of the m-non-
-deterministic theory Ty = {Lo, Cm, A iff &' is @ theorem of the partial

function theory Ty, = Lo, Cpr, A7) |
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12. YANOV SCHEMES

The original language of Yanov schemes (cf. Yanov, 1959) is different
from that used here. We shall adapt the orthography of Yanov schemes
to the syntactical patterns of this c_hapter. -

Let us assume the following definition:

By a Yanov scheme we shall mean a program scheme in a proposi-
tional language for which every program variable has an associated
carrier which is fixed and finite. (From this definition we can associate
a finite carrier to every program scheme).

A natural interpretation of a Yanov scheme consists of a relation Ky
associated with every program variable K such that for every two valu-
ations v, ¢’ of propositional variables :

@,)eky iff v=2 off Car(K),

where Car(K) is the carrier of K. Let us call this interpretation the Yanov
interpretation. ) .

By a computation of a Yanov scheme M with a given valuation v
we shall understand a maximal sequence of configurations ¢,, ¢;, 5, ...
such that ¢; > Cisy and- ¢y = {v; M). The relation ?”is defined as

in § 1 of this chapter. Let us mention here one step of this definition:
{v; K, Rest) |—l.,>~<fz;’; Rest), '

where K€V, and (v,?') € Ky.

~Although all program variables are interpreted in a similar fashion
(every program can’change its variables in any possible way), their
carriers may differ and this is why we cannot treat a Yanov scheme
as an algorithm with a single program variable. '

ReMARk. There is a natural correspondence between Yanov scheme
and non-deterministic programs (cf. Chapter VI). . :

For a fixed program variable K, let Car(K) = {¢;, -.., g.}. The set
of all possible valuations of these variables has 2* elements. Let us con-
sider the corresponding set of sequences of atomic formulas true and
false, i.e. the set {(i/, ..., i})}j<2 where i € {true, false} for j < 2"
and k < n.

For a given sequence (i/, ..., #J) let M; denote the program

begin g, := i/ ...; ¢, :="i] end.

\
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Let M be a non-deterministic program of the following form
(M, or M, or...or M,,)

It is easy to see that the sets of all results of M and K are equal for any
given valuation. In conclusion we have the following result.

For every Yanov scheme M we can construct a non-deterministic
program M’ (with assignment instructions and without program vari-
ables) such that the behaviour of M and M’ will be the same, i.e. the
trees of the possible computations will be equal. O

‘We can consider a logic of Yanov schemes as a propositional aigo- -
rithmic theory with the set of specific- axioms Yax, i.e. the set of all
formulas of the forms: :

[JKX true,
(qu =q), (0K~g= ~gq) for all g¢ Car(K),

20—

ﬂ OK(G™hA ... Agi™),

where (m, ..., mi) is a binary representation. of the number j and q?
is g and ¢} is ¢; for i < n and K is a program variable such that

Car(K) = {‘h, seny qn}
We shall now prove the following lemma:

Lemma 12.1.

(i) Every semantic proper structure with a Yanov mterpretatzon is
a model of Yax.

(i) If.# is an interpretation of program varzables such that IN = ( W, %>
is a proper model for Yax, then # is a Yanov interpretation.

PROOF.

(@@ Let us consider a proper semantic structure N = (W, YD, where Y
is a Yanov interpretation of program variables.

The first two axioms are valid since by the definition of Ky, I, vi=q
iff M, 0" k= q for all q ¢ Car(K), all v’ € Ky(v) and for every valuation
v € W. The third axiom is also valid for every v € W since all possible
changes of the values of variables from Car(K) are admissible as a re-
sult of Ky.

(i) Suppose M =<W,F) is a model of Yax. If (7) 2") € Koy,
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then v = v’ off Car(X) since for g € Car(K) v’(g) = 1 implies by the
second axiom v(g) = 1 and 2'(¢) = 0 implies v(g) = 0.

Conversely, let us assume that v = o’ off Car(K) and let g, ..., g
be all variables from the set Car(KX) such that ¢;(v') =0 for i< k.
- Consider the formula § of the form

(M@ A NN o ANGAGrp s A o NG

By the third axiom I, v }=¢QKB. Hence there exists »" such that
0" € Kp(v) and ©” |= B, i.e. for all i, 9" (¢;) = v(g;). By the previously
proved implication

v = v off Car(X).
Thus " = 2’ and therefore v’ € Ky(v). O

13. APPLICATION OF PAL IN MICROPROGRAMMING

Propositional algorithmic logic seems well-suited to the analysis of micro-
programs. In this section we present a small example of a microprogram
and its transformation to another, more efficient microprogram which
performs the same operation of multiplication of integers. We shall
work within the frame of a theory of registers defined later. Before
we present it let us recall the structure of a simple arithmetic unit. It will
serve as a basis for future intuitions.

The unit consists of four registers and an adder, as shown in
Figure 13.1.

Arg: Argument.
Counter -
Adder
Acc: v Accumulator M: Memory

Fig. 13.1

The microoperations of the unit are

Acc := Acc+Arg,
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shift Acc and M to left (to right), check whether the last bit of M is 0,
check if Acc and M contains only zeros, subtract 1 from the counter,
add 1 to the counter, test if counter contains 0, etc.

This physical model gives us an insight into the formal theory pre-
sented below. We shall imagine a collection of registers. Each register
can contain an infinite sequence of bits (binary digits)

wodydydidod_1d_sd_s...

‘The set of program variables will represent microoperations on reg-
isters; for every i,j we have the following program variables:

a;;—add the content of the register R; to the register R;,
R;:= R;+Rj, -

I, —shift R; to the left, R; := 2XR;,

r; —shift R; to the right, R; := R;/2,

o, —put 0 into R;, R;:= 0, '

s; —add 1 to Ry, R; := R;+1,

p; —subtract 1 from R;, R; 1= R;—1.

For every i we have the two propositional variables:

z;—check if R; contains only zeros,
ei—check if R; contains zeros on all non-positive positions.

The schemes of programs can in these circumstances be interpreted
as microprograms. The algorithmic formulas need not contain the
modality signs [ and ¢ since we assume that the actions are deter-
ministic, i.e. instead of []Ma« or ¢ M« we shall simply write M«. We shall
operate with axioms having the form of equalities of microprograms.
The equality M = M’ should be conceived as the scheme Ma = M
for every formula .

Below we present the schemes of axioms of our theory T of registers:

Lay; = aili, afrs = ridiy,  Sipy = Disi = 1d,
a,-jlj = ljaizj, a;jt; = ria,-zj, Lir; = I‘il,',

Lis} = sy, Lpt = pili,

ris; = siri, piri = ripi,

ri0; = l;o; = 5;0; = p;i0; = 0; = ;i 0y,

Lz, = z, = rz;,
~while ~z; do p; od true = ~5Z;,

e; = while ~z; do p? od true.
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Moreover, we assume that for different indices the operations com-
mute, €.g.

ai;pr = M@y, for k # i and k # j,

pily = Lp; for i+#j.

LemMmA 13.1. The following formulas are provable in the theory T of
registers:

) (while ~z; do p; od true = s; while ~z; do p; od true),
@ ) (e; = ~p;e). ’

Proor. By axioms

(while ~z; do p; od true = 5;~z;),
sipy =1d

and, by classical propositional calculus, we have

(while ~z; do p; od true = (s5;~z;As;p; while ~z; do p,
od true)).
By axioms of PAL (cf. Chapter V, §5)

((~s;2;A5;p; while ~z; do p; od true) = s; while ~z; do p;
od true).

Hence by law of syllogism we have proved formula (1).
To prove the second implication (2) observe first that for arbit-
rary j > 0, (z; = s{~z;) is the consequence of (1) and of axiom

(while ~z; do p; od true = 5;~z).
Hence using the following rule of inference

o= ﬂ
pla=piB
and axiom s;p; = Id of theory T we obtain

(p¥z; = ~plz) for arbitrary natural numbers k # I
Hence for arbitrary k& and [
(p: Gf ~z; then p} fi)* z; = ~(if ~z; then p} fi) z;).
By w-rule of PAL we obtain that for every /€N,
~((f ~z, then p? fi)' z; = ~p; while ~z; do p} od true).

Using once again w-rule we obtain formula (2). . ]
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Let us consider the following microprogram M performing multi-
plication of registers Ry and R, assuming that R; contains a natural
number. The result of computation is placed in R,:

M begin 0, ; while ~z5 do ay;; ps od; 0,; 03 end.

The aim of this section is to improve the above program.
Assume the following denotations:
K, = if ~z; then a;,; p; fi,
K, = if ~z; then a3,; p3 fi,
K = if ~e; then a;,; p; fi.

LEMMA 13.2. For an arbitrary formula § and for an arbitrary natural
number j the following formula is provable in T

?3) (Ki(zsn0103p) =if ~z5then K; I, ; r3 fi K2 (z3A 0,05 P)),
where [2i[2] = 12j+1)/2] ~J |
Proor. By axiom
if ~z, then K, else Id fi f = (zsAKi BV ~2Z3A ),
we have -

Ki(zano0,030) » .
= (~23Aa12p3 K512 (231 0,03 )V KF* (237 0,03 ).
Let us multiply the right hand-side of the above formula by (es Vv ~e3).
Applying (2) and the following simple facts:
(~z3A ~e3) = ~e;,
((if ~z; then a3, ; p3 fi)l121(z3 A 0,05 ) = €3),
(@12p5Gf ~z; then ai,; p3 )V (z3n 0,05 0) = ~es3)
we obtain _ o
“ Ki(z3n0,050) = if ~e; then a,,; p; fi KY1?Y(z3 1 0103 ).
By axioms of the theory T of registers
(23/\0103’8) = llr3(23/\0103/3)
and

aspilirsf = Lirsanpsf
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for arbitrary formula §. Hence
KYPIra B = 1, rs KV21B. ,
Applying the obtained equivalence tb the formula (4) we have
Ki(zsn0;030)
=if ~e; then a,, ; ps fi I, r; K (z31 0,05 B).
However o '
- (zsA Kl rs KPP z31 0105 ) = KV (231 0,03 ).
Thus ‘ : _ ,
Ki(zsno0,058) = if ~z;then K; 1, 5 ry fi KV (z3A 0,038).

O

. Let j be a natural number and let 2¥-1 < j < 2* for some k€N, i.e.
llogj] = k—1. By Lemma 13.2 and simple induction on /, 1 </ <k,
we have .

Ki(zan0,038) = (if ~z3 then K ; I, ;5 fi) K2z 10,05 ).
Hence for / = k, i.e. for [ = [logj]+1
) Ki(zzsn0,058) = (f ~z5then K; [, ; 75t (257 0, 05 P).
Applying twice the w-rule of algorithmic logic we obtain
Mp = o, (while ~z; do K; [, ;r; od (0,03f)).

The final conclusion is that program M is equivalent to the following
program;
begin
035
while ~z; do
if ~e; then a,,; p, fi;
Iisrs
od;
0;1; 03
end.

It is not difficult to observe by (5) that the complexity of the last
microprogram is much better than the original one (the obtained micro-
program is frequently implemented in computers). It requires [logR;]+1
steps in comparison with the R; steps of the original algorithm.
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Pratt. This list does not exhaust the names of all contributors to the field.

The results reported in this chapter are mainly from Mirkowska (1981)
except for Section 13 which is based on an example from Glushkov
et al. (1978).



CHAPTER VI

NON-DETERMINISM IN ALGORITHMIC LOGIC

In this chapter we shall deal with non-deterministic while-programs.
Among many reasons for introducing non-determinism let us mention
concurrency, whose semantics requires some non-deterministic actions.
We shall study the semantic properties of non-deterministic programs,
and also the non-deterministic logic NAL. The basis of our consider-
ations is the algorithmic logic of deterministic while-programs and the
propositional algorithmic logic PAL. In fact, every propositional
tautology of PAL is a scheme of a tautology of non-deterministic algo-
rithmic logic. On the other hand, NAL is a natural extension of algo-
rithmic logic. ‘

In contrast to the deterministic case, a non-deterministic program
can have various computations. Thus we shall interpret a program
as a tree in which every path represents one way of going through the
program during the evaluation of its result. Hence a non-deterministic
program can have many different results. We are therefore obliged
to change our intuition connected with the algorithmic formula Ke.

There are two natural interpretations: to consider all results of all
computations, or to consider a particular result.

Both interpretations are worthy of investigation. For this reason
we shall introduce -two modal constructions to the set of formulas
OMao and [JMe, where M is a non-deterministic program and o is a for-
mula. The informal meaning is as follows:

OMo—it is possible that after performing M the formula « holds,

[ Max—it is necessary that after performing M the formula « holds.
(We have already met these constructions in PAL))

Formulas of this kind can easily express properties of programs
like termination, correctness, etc., and properties of data structures.

In thic chapter we shall present a -Hilbert-style axiomatization;
it is also possible to construct a Gentzen-type axiomatization. The logic
presented, NAL, is complete in the sense that the semantic and syntactic
consequence operations determine the same sets of consequences.
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However, the axiomatization has an infinitary character, since, follow-
ing the arguments presented for AL (see Chapter 11, § 4), we can prove
that the semantic consequence is not compact.

1. NON—DETERMINISTIC while-PROGRAMS AND THEIR SEMANTICS

Let us assume that we are given a fixed alphabet in which V' is a set
of individual and propositional variables, P is a set of predicates, and @
is a set of functors. On the basis of this alphabet we are going to con-
struct a non-deterministic algorithmic language L and in particular
the most important element of L—the notion of a non-deterministic
program.

DerNITION 1.1. By a non-deterministic program we shall mean any
expression M such that: '

(i) M is an assignment instruction, (x := ) or (q := y), where x is
an individual variable, q is a propositional variable, T is a term and y
is an open formula (for the notion of term or open Jormula . see
Chapter 11, § 1), or
(i) M is of the form if y then M, else M, fi, begin M, ; M, end,
while y do M, od, where M, M, are arbitrary non-deterministic pro-
grams and y is an open formula, or
(iti) M is of the form either M, or M, ro, where My, M, are arbitrary
non-deterministic programs. : O

Hence the set of all non-deterministic while-programs is an extension
of the set of deterministic programs defined in Chapter II, § 1. We
shall denote this set by II.

_ ExXAMPLE. Let empty be a oné-érgument predicate and let left and
right be one-argument functors. The following expression is then an
example of a non-deterministic program:
while ~empty(x) do
either (x := left(x)) or (x := right(x)) ro
od. :

Let A be a data structure
A =<4, {Yulpeo, {Oaleer)
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in which, for every n-argument predicate g, gg is an n-argument relation
in A4 and, for every n-argument functor y, py is an n-argument opera-
tion in A.

The given data structure 9 determines the interpretation of open
formulas and terms as defined in Chapter II, § 2. The interpretation of
non-deterministic programs will be defined in a way similar to that
presented in PAL (cf. Chapter V, § 1).

DEFINITION 1.2. By a tree of possible computations of a program M in the
structure W from the initial valuation v we mean a tree Comp(M, v, %)
such that the configuration {v; M) is the root of the tree and:

@ If a configuration {(v'; if y then M, else M, fi, Rest) is a vertex
of Comp, then the unique son of this vertex is {v'; M,, Rest) in the case
W,v" =y and {v'; M,, Rest) in the case N, v'|= ~y (Rest denotes
a sequence of programs).

(i) If the configuration {v'; begin K; M end, Rest) is a vertex of the
tree Comp, then the unique son of this vertex is v'; K, M, Rest).

(iii) If the configuration {v'; while y do M od, Rest) is a vertex of
Comp, then the unique son of this vertex is {v'; Rest) in the case
W, v |= ~y and is {v"; M, while y do M od, Rest) in the case W, v’ |=y.

(iv) If the configuration {v'; either M, or M, ro, Rest) is a vertex
of Comp, then the left son of this vertex is {v; M,, Rest) and the right
son is {v'; M,, Rest).

(V) If the configuration{v'; (x := w), Rest) is in Comp, then the unique
son of this vertex is {v"’; Rest> where v"'(z) = v'(2) for z # x and v" (x)
= wy (o).

(vi) If the configuration {v'; ) is a vertex of Comp, then it is a leaf
of D, i.e., has no sons.

Every path of the tree Comp(M, v, N) is called a computation of a pro-
gram M in the structure W at the initial valuation v.

If {o'; > is a leaf of the tree Comp, then the valuation v’ is called the
result of the corresponding computation. O

LemMA 1.1. Let K be a program of the form while y do M od. If all
computations of K at the initial valuation v in a data structure W are
finite, then there exists a common upper bound of the length of the com-
putations.

- PrOOF. Let Comp be a tree of all possible computations of the pro-
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gram K starting from the valuation » in W. Suppose on the contrary
that for every natural number b, there exists a path in Comp of length n.
Since the degree of any vertex in Comp is equal to 1 or 2, by Konig’s
Lemma (Kuratowski and Mostowski, 1967) there exists an infinite
path in the tree Comp, contrary to the assumption. O

Let us remark that the set of all finite computations of the program M
determines a binary relation My in the set of all valuations of a data
structure W such that

(@,v) e My iff o'isaresult of a computation of M from
the valuation v in the structure .

" The relation My is called the interpretation of a program M in the
structure . '
Hence, the interpretation of a program begin K; M end is a compo-
sition of the interpretations of K and of M the interpretation of a pro-
gram either K or M ro is the set-theoretical sum of the interpretations
of K and M and the interpretation of while y do M od in U is

_L{,(if y then M fi)io {(v,0): L, v =~p}

Let Ky(2) denote the set of all results of the program X at the valu-
ation v in the structure U, Ku(v) = {o': (v, ?’) € Ky}. The following
lemma gives a characterization of this set according to the structure
of the program. '

LemMma 1.2. For arbitrary programs K, M and an arbitrary valuation
in a data structure W the following equalities hold:

(begin K; M end)y(®) = () Mu(®'),

v’ e Kyi(@)
Ku@) iU oEY,
My(@@) o U, o~y
(either K or M ro)u(v) = Ku(v) U Mu(0),
(while ¥ do M od)u(v)

= J Gf y then M fi)y(@)n{o': A, o'~}
ieN

@if ¥ then K else M fi)y(v) = {

For the .proof see the similar considerations which have been pre-
sented in PAL (cf. Chapter V, § 2). O
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2. PROPERTIES OF NON-DETERMINISTIC PROGRAMS

We shall begin our considerations from a description of a formalized
non-deterministic algorithmic language and its semantics, since the
formulas of this language will represent the properties of the programs.

DEFINITION 2.1. By a formula of non-deterministic algorzthmzc language
we shall understand every expression o such that:

() « is a propositional variable, or o is an elementary formula
(¢f. Chapter 11, § 1),

(i) « is of the form (3x)B(x), (Vx)B(x), where x is an mdzvzdual
variable,

- (iii) o is of the form (Bv 6) (/3/\ d), (B=0), ~p,

(iv) « is of the form [IMB, GMP,

(V) « is of the form [ 1MP, 1 MB, \/M,B, /\Mﬂ (the signs [, L1,
\V, /\ will be called iteration quantifiers), where 8, B are arbitrary
formulas and M is an arbitrary non-deterministic program. g

The set of all formulas will be denoted by F. The sets of terms, for-
mulas, and non-deterministic programs determine the non-determin-
istic algorithmic language L.

We shall define below the semantics of the language under- con-
sideration. '

Let U be a fixed data structure for L. The semantics of non-deter-
ministic programs has been defined in § 1 of this chapter. Hence it
remains to define the semantics of formulas. However, the formulas
constructed by means of the classical connectives A, Vv, ~, =, and
quantifiers 3, V are interpreted in the usual way (see Chapter II, § 1)
and therefore need not be mentioned here.

Thus for an arbitrary valuation v in the data structure % we assume
A, oEoMe iff ('€ My(@)) A, v o,
W,okEOMe iff (Vo' € Mu(®)) U, 2 =« and all com-

putations of M at the valuation v in
A are finite,
,vEUMae iff @ieN) UA,v=0OMa,
WoEMMe iff (VieN) A, oM,
WoEk\/Ma iff @ieN) U oEoMe,
WU,ok\Ma iff (VieN) U, vEOMa
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REMARK. If M is a deterministic program then the formulas ¢Moe
and [JMea are equivalent. Moreover, every formula « of a non-de-
terministic algorithmic language in which the instruction either—or—ro
and classical quantifiers do not occur is equivalent to an algorithmic for-
mula o which is obtained by replacing all subformulas of the form

CMB, OMB, LIMB, [“]Mﬂ,\/Mﬁ, /\Mﬂ by the corresponding expres-

sions MB, UMB, MMB of AL, ie., A vl iff A, oo for an
arbitrary data structure A and valuation v. : . [

It follows directly from the definition of semantics that algorithmic
formulas can describe the properties of computations. For example
the formula 1M true descibes the stop property of the program M,
since for an arbitrary data structure 2 and every valuation v

A, v =10M true iff  all computations of the program M
at the valuation v in U are finite.

There are some variants of this formula which also express inter-
esting properties:
~ &M true—all computations of the program M are infinite,

M true—there exists a finite computation,
~ 1M true—there exists an infinite computation.

ExAMPLE 2.1. Let us consider the following program M

M: while b do
either x := x+1 or x := x—1 ro;
ecither b := true or b := false ro;
od
The formulas ¢.M true and (1M true are both valid in the data structure
of integers since both infinite and finite computations are possible. O

One of the most important properties of programs is correctness.
In the case of non-deterministic programs the partial correctness prop-
erty (cf. Chapter II, § 3) and the correctness property have different
variants:

1) (x= OMp)—if an input data satisfies the condition e, then
there exists a finite computation of M starting from this data whose
result satisfies condition f, )
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(2) ((eA QM true) = OMpP)—if an input data satisfies condition «
and there exists a finite computation then one of the results of M sat-
isfies property g,

3 ((erOM true) = oMﬁ)—lf an input data satisfies condition o«
and all computations of M from. this data are finite, then there exists
a result of M which satisfies £,

(4) (x= OMPpP)—if an input data satisfies condition « then, all
computations of M -are finite and all results satisfy £,

(5 ((eA OM true) = [IMB)—if an input data satisfies condition «
and all computations of M are finite, then all results satisfy property §.

ExaMpPLE 2.2. Let M be a non-deterministic prograin and let ‘JI be
a data structure of real numbers.

M: begin
either c :=a or c:= b ro
while |b—a| > en|flc)] > ¢ do
x = (a+b)2;
either a :=cor b:=c ro
od
end.
Program M is correct (in the sense of (1)) with respect to the input
formula f(b)-f(a) < 0 and the output formula true since for every
valuation » in U

A, v =(fB) - fl@) < 0= QM true),
and is not correct in the sense of (4) since

W, v =(f(B) - fla) < O ~[IM true). 1

In the case where a program is of the form while v do K od we can
construct formulas which determine the length of the computation:

(6) [I(f y then M fi): ~ y—the number of iterations of the program M
in every computation of the program while y do M od is at most i,

(7) O(@f y then M fi)'y—there exists a computation of the program
while y do M od such that the number of iterations of M is at least 7.

The last property we shall mention has a different character: it ex-
presses that a program satisfies some condition throughout the com-
putation. We shall say that such a condition is an invariant of the pro-
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gram. To show that a formula « is an invariant of a program M we
shall introduce a recursive definition of the expression ws Moc:

w s = (oA Qs0),

wif p then K else K’ fix = (yAw Ka)V (~yAaw K'a)),
w begin K; K’ end o = (w KaA ~OK(~w K'o)),

w either K or K'ro o = (w KeAw K'a),

w while ydo K od & = (oA ~\/ ify then K fi(y A ~w Ka))

where s is an assignment instruction, K, K’ are programs and y is an
" open formula. ’

LemMma 2.1. For. every data structure W and every valuation v,
N, v =wMea iff the formula o is satisfied by every valuation of every
computation of the program M starting from the valuation v in A.

PrROOF. The proof is by induction on the length of the program M.

It is obvious that Lemma 2.1 holds for assignment instructions,
since there is a unique computation of such a program.

Suppose the lemma holds for the programs K and K’ (the induction
hypothesis). o

Let us consider the program M of the form either X or K’ ro. By
definition '

Q[,f)l:mMoc iff UopEwKe and- %[,'Z)]:u.lv:K.'oc.‘

Hence by the inductive assumption every valuation which occurs in.
a computation of K or in a computation of K’ from the valuation v
in 9 satisfies the formula e. Since every computation of either K or K’ ro
is either a computation of K or a computation of K’, every valuation
of every computation of M satisfies «.

Similar considerations for the programs begin K; K’ end, if y then X
else K’ fi are omitted. ‘

Let us consider the program M of the form while y do K od and let
Comp be the tree of all possible computations of M at the initial valu-
ation v in . Suppose that for some vertex {?; ...y of the tree Comp,
9, 7= ~o. Let us consider a path going through this vertex. Assume
that we have made exactly i iterations of K on this path such that all
the valuations obtained satisfy the property «. Hence there exists a valu-
ation € (if y then K fi)}(v) such that 9, 7 |=y and v occurs in a com-
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putation of the program K from the valuation & or U, v |= ~«. Thus by
the induction hypothesis

A, vE=(yVv~w Ke),
and consequently
A, 0= (~a v OGf p then K fi)'(y A ~w Ka)).
From the definition of semantics we obtain
W, v =(~a v\ if y then K fi (y A ~wi Kar)).
The abgve considerations can easily be converted so as to show that
W, v=(~a v V if y then K fi (y A ~w Ker)) implies the existence of
a computation of while ¥y do K od in which not every valuation

satisfies the formula «.
This will complete the proof of Lemma 2.1. O

REMARK. The set of all invariants of a given program M creates a
(distributive) lattice, since if «, § are two invariants of M, (Vv p) and
(an B) are also invariants of M. ' _ 0

3. THE SUBSTITUTION THEOREM

In this section we aim to show that the tautologies of propositional
algorithmic logic are schemes of tautologies of non-deterministic al-
gorithmic logic. The replacement of atomic formulas and atomic pro-
gram schemes by formulas and programs of non-deterministic algo-
rithmic logic NAL applied to a tautology of propositional algorithmic
logic PAL,; gives a tautology of NAL, or the resulting expression
does not belong to NAL.

Let « be a formula of PAL and let s ba a substitution of the form

¢)) G1/eas ooy Gufotns KoMy, ..., Kl M),

where g;€Vy, for i=1,...,n, K;eV, for j =1, ..,m, «; are for-
mulas of NAL and M; are deterministic programs of NAL. By so we
shall mean the expression obtained from the formula « by the simul-
taneous replacement of any variable ¢; by the formula «; and any pro-
gram variable K; by the program M;. Analogously, we shall denote
by sM the expression obtained from the program scheme M by the
simultaneous replacement of any variable g, by the formula o; and of any
program variable K; by the deterministic program M.
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For every data structure % of NAL, every valuation of individual
variables in 9, and every substitution s of form (1), let us define
the set W, of valuations of propositional variables vy, as follows:

vs%[v(qi) = (Eéi)ﬂ(v)’ i= 15 erey }.1’
van(g) =1 for all g ¢ {g:, ..., du}-

Let .# denote an interpretation of program variables such that
. F(K) = {(vsw0, Vsa): ¥ € SKu()}

for Ke {K;, ..., Kn} and Ky = @& for all other program variables.
Denote by 9t the semantic structure {W,, £). L
We can now formulate the following fundamental lemma.

LemMMA 3.1. For every substitution s of the form (1), every data struc-
ture W of non-deterministic algorithmic language, every valuation of
individual variables v, every formula « and program scheme M of PALy,
if sa is a well-formed formula and sM is a well-formed program of
NAL, then the following holds:

(l) 3'591(’0) = O!Em(ﬂsuv)’, )

(i) 0 € sMy(@) iff Vs € Mm(Vsm).

The proof of Lemma 3.1 is by induction on the complexity of the
formula « and of the program M.

We shall use the following -definition.

A program scheme M is of less complexity than a program scheme
Niff the pair (M, N) belongs to the transitive closure of the relation
given below:

(Gf » then M, fi), while y do M, od) for all ieN,
(M;, if y then M, else M, fi),

(M;, either M, or M, ro), .

(M;, begin M, ; M, end),

where y is a propositional classical formula and M, and M, are program
schemes of PAL.
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ProOF OF LEMMA 3.1. By definition of the valuation o, and
interpretation £ the lemma holds for all open classical propositional
formulas and for all program variables of PAL.

Inductive assumption: Lemma 3.1 holds for all formulas that are
submitted to the formula o' and all program schemes that are of less
complexity than M.

Let A and s be a fixed data structure of NAL ‘and a fixed substi-
tution of the form (1) respectively. We shall discuss different forms
of the formula o’ and the program M’ such that s¢’ and sM’ are a well-
formed formula and a well-formed program, respectively. '

Ip. Let M’ be a program scheme of the form begin 3, ; M, end. Hence

o' e sMy(v) iff o' es begin M, ; M, endy(v).

By the definition of the semantics we have v’ € sMy(v) iff there exists
a valuation of individual variables »” such that v” € sMu(v) and
v’ € sM,q(v""). By the inductive hypothesis the last sentence is equiv-
alent to: There exists a -valuation of propositional variables vy,
such that

Vst € Mim(Wsmy) and  vgy €M 251:(7):%")-
Hence, from the definition of interpretation

Vsly € begin M; ; M, endg(v.ay). ‘

2p. Let M’ be aprogram scheme of the form if ¢ then M; else M, f1

From the definition of semantics of NAL we have

v' € sMy(v) iff v’ esMqu(v) and Sya(@) = 1 or

v’ & sMyu(v) and Fpu() = 0.

By the inductive assumption we have

Vsp € Mim(Vswe) and  ym(va) =1
or

Vo € Mom(Dswe) and  ~ym(¥m) = 1.

Thus by the definition of an interpretation v € Man(?suo)-
3p. Consider the program scheme M’ = either M; or M, ro. By the
definition

v Es (either M, or ‘M, ro)u(v) iff o' esMyy(v) or
’ ) o' € sM,u ().
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This is equivalent (by the inductive hypothesis) to:
Vsatr € M. m@a) OF Ysww € M 29]l(7).;ilv)-

Hence : ’

o e sMu(v) iff V.o € (either My or M r0)m(Vsus)-

4p. Consider the program scheme M = while y do M eod. By the

semantic properties of non-deterministic algorithmic logic NAL we have

o' € sMy(v) iff there exists an i, € N such that
o' e 5Qf y then M fi)3().

By the inductive assumption this is equivalent to the statement that
there exists an i, such that v € (if  then M 1) (vaw) and therefore

v € (While y do M od)m(sam)-
Now let us consider the formulas.
‘ 1f. Let us assume that o is of the form OKux, where K€ V. By the
definition of semantics
s&Kay(w) =1 iff there exists a finite computation of the
program sKy at the initial valuation v
such that its result o’ € sKy(v) satisfies
_ o s .
By the inductive hypothésis, there exists a successful computation
of the program K such that
" Vs € Km(vaw)  and I, Vs = 0
Hence
N,ok=soKae iff M, vl OKu.
9f. Consider the formula &’ of the form [Ke, where K € V,. By the
definition of a semantic we have
9N, vEsOKe iff all computations of the program sKo
are finite and for all v’ esKu(®), U,
o' =50
By the inductive assumption for the program variable K and for the
formula « we have

A, vEsOIKee iff  all computations of the program
\ scheme K are successful and for all
Var € Km(0sae) we have M, v Rt
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By the definition of the value of the formula in PAL

A, vf=s O Ka iff M, v = K.

3f. Letus consider a formula o of the form O either M, or M, ro «.
By the properties of semantics we have
| A, v =5[] either M, or lero o iff

W,oks[OM,;« and U,v = s[IM,a.
Hence, by the inductive hypothesis,

M, v EO0M, 0 and M, ve, |= OM, o,

and therefore I, vy, =7 either M, or M, ro c.
4f. Suppose now that &' is of the form ¢ while y do M od B. By
the definition of semantics we have
W, v=sowhile y do M od g iff
Lub.(s¢ Gf y then M fi)'(sfA~57) Ju(v) = 1.
ieN

Hence, by the inductive hypothesis,
W,o=sa’ iff Lub.(¢ (ifythen ME)(~y A Bm(van)) = 1.
ieN

By Lemma 2.3 from Chapter V we have
U, o5’ iff I, v = O while y do M od .

The proof of the remaining cases runs analogously. O

The following theorem is our goal in this section.

THEOREM 3.2. For every formula o of PAL and for every substitution
s of the form (1), if sa is a well-formed formula of NAL and « is a taut-
ology of PAL then the formula 5o is a tautology of NAL.

" PROOF. Let a be a tautology of PAL,; and let 5& be a well-formed
formula of NAL for some substitution s.

Suppose that U, v = ~5a for some fixed data structure U of a non-
deterministic algorithmic logic and valuation v of individual variables
and N the corresponding to U semantic structure. From Lemma 3.1°
of this chapter,

M okEsa iff M, v = .

Hence am(vsa,) = 0, and. therefore « is not a propositional tautology,
a contradiction. |
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4. NON-DETERMINISTIC ALGORITHMIC LOGIC

In this section we shall introduce the deductive system called Non-

" deterministic Algorithmic Logic (NAL), which enables us to character-

ize syntactically the notion of tautology. As a result of the PAL—com-
pleteness theorem (cf. Chapter V, §9) and of the Substitution Theorem
(cf. § 3 of this chapter) all instances of axioms of PAL which are non-
deterministic formulas are tautologies of NAL. This justifies the adop-
tion of the following set of axioms and reference rules.

Ax1-Ax11—axioms of the classical propositional calculus (cf. Chap-
ter II, § 5). «

osy = 57, | Oy, =% |
OM(xvp)= OMav oMpB), DOM(xAp)= (OMaA COIMP),
\/Ma = (av\/M(OMe)), LMo = (evUM(OM),
A\Me = (an AMOMx)), MNMo = (A MO Ma)),
s(@x)a(x)) = @)s((x := P ),
where y is an individual variable not occurring in s,
(~OMo = OM~a), OM true = (OM~a = ~ M),
O(x := 7)a(x) = @x)a(x) for every term 7, »

(VR = ~ @), -
O begin M; M’ end o = OMOM' %),
] begin M; M’ end « = OM(OM ),
O if  then M else M’ fi o = (n OMa)V (~yAOM' %)),
O] if y then M else M’ fi « = ((7A OMe) v (~yA CIM'e)),
oWhile ydo M od « .
= ((~yr@)v(yAOM(o while y do M od )),
1 while y do M od «
= ((~ yA®)V (yAOM(O while y do M od «))),
O either M or M’ ro o = (OMoav OM'®),
, [leither M or M’ ro o = (OMan OM a).
" In the above schemes of formulas a, f are arbitrary formulas, ¥ is an
open formula, M and M’ are arbitrary programs and s is an assignment
instruction. '

The set of inference rules contains all rules of PAL and some rules
which characterize the classical and iteration quantifiers.
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‘Rules -

o, (= p)

B .

((x = palx) > ﬁ) where y is an individual variable
(@x)a(x) =) ° occurring neither in « nor in f,

modus ponens,

(x=p) {x=f)
(OMa = OMP)’ (OMe = OMB)°
{(OM'(OM' @) = B)}icn {(OM (OM'a) = Bllien
(OM'(\/Me) = B) ~° (OM' UMx) =)
(B = OM' (OM'®)}icn {(8=OM (OM'%))}icn
(f=0M(\Mw) °’ (b=0OM(Mw) °

{(oM'(0(f y then M £i)'(xA~)) = B)}ien
(0M'(¢ while y do M od )= ) .’

{(oM'(TI(f y then M i)'~y A @) = Blien
(OM'(O while y do M od o) = f) )

Note that some of the inference rules have infinitely many premises.
This is an effect of the non- compactness of the semantic consequence
opera’uon

DEFINITION 4.1. By the nqn—detérmz‘nistic algorithmic logic NAL we shall
understand a system (L, C), where L is a non-deterministic algorithmic.
language and C is a syntactic consequence determined by the axioms
and rules mentioned above.

" By the non-deterministic theory we shall understand a formal system
(L, C, A based on NAL such that A is a set of formulas of non-deter-
ministic algorithmic language L. : _ O

The'notiéns of a theorem, of a model, and of consistency are very
like those of algorithmic logic (see Chapter II, Definitions 5.2, 6.1, 6.2)
and therefore are not presented here.

LemMmA 4.1. If « is a theorem of a non-deterministic theory T, then o
is valid in every model of that theory.

Proor. Let T =<L, C, 4) and let M be a data structure for L.
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For an arbitrary valuation o, M, o= /\Mu is equivalent by the defi-
nition of semantics (see § 2) to the following:

M, v = oM’ for every natural number i.

Hence MM, v £ o and M, v £ OM(QMa) for every i > 0. The latter
formula is equivalent to M, v = (xn A\ M (0Mwa)). As a consequence
of the above considerations the formula

AMa = (an /\ M(Me))
is valid in every data structure for L, i.e. itis a tautology.
In a similar way we can prove that all axioms of NAL are valid
in every data structure (see also Chapter IL, § 5 and Chapter V, § 5).
Moreover, we claim that the inference rules go from valid premises

to a valid conclusion.
Let us check the last sentence in the case of the rule .

(oM ([OM'®) = B)}ien
(OM'(UMo) =)
Assume that 9 is a model of T and that all formulas (QM'([:IMioc)
= f) are valid in M. Suppose that for some valuation v

M, D= oM (UMa) and M, oE~p

Hence there exists a finite computation of M’ such that its result sat-
isfies the formula | |[M«. By the definition of semantics it follows that
I, v = [1M'« for a certain ie N and a certain valuation v € M§(9).

Thus non M, o = (O0M' (OM'«) = §) contrary to the assumption. [J

The most important theorem of this section is the Model Existence
Theorem. The proof of the theorem makes use of the Rasiowa-Sikorski
algebraic method (see Chapter III, § 2).

TueoreM 4.2 (Model Existence Theorem). A4 non-deterministic
algorithmic theory is consistent if and only if it has a model.

ProOF. One implication is obvious. We shall present below a sketch
of the proof that if a theory T = <L, C, 4) is consistent then there
exists a model of the set 4.

(1) The first step is to construct the Lindenbaum algebra F/= of the

~ theory (cf. Chapter ﬁI, § D).
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(2) Since the theory T is consistent, the Lindenbaum algebra is a non-
degenerate Boolean algebra and moreover
N\/Mel| = 1~i1:-1:t,>-lloMiOCH, [1\Medl| = g-elhb.lloMiaH,
HuMol| = 1-?;%IIDM"ocH, [IMMel| = g}le-B-HDM"aH,
l@x) ()l = Lwb Ji(x := )a)ll,

(V) 2(x)]| = g-rlélqz-l!(x = a(x)l].

(3) Let-Q denote the set of all infinite operations mentioned in (2).
By the Rasiowa~Sikorski Lemma (Rasiowa and Sikorski, 1968) for every
non-zero element ¢ of the Lindenbaum algebra there exists a Q-filter
7 such that a el (see Appendix A).

(4) Let I be a data structure in the set of all terms of the language L
such that ‘

(Tla'--,rn)eem lﬁ HQ(TIQ"') Tn)HEVa
P(Tys oo Tn) = P(T1s s Tu)s
for an arbitrary n-argument predicate g, an arbitrary n-argument func-

tor y and arbitrary terms 7y, ..., 7, of the non-deterministic language L.
(5) By induction on the length of the formula « we can prove that

Moo iff |afl eV,

where v, is a valuation such that v4(x) = x for all individual vari-
ables x and v(g) = 1iff ||g]] €V for all propositional variables. _
(6) It follows by (5) that Mt is a model of the set of specific axioms 4. [J

The last theorem of this section characterizes the connections between
the syntactic and the semantic consequence operations.

THEOREM 4.3 (The Completeness Theorem). For every consistent
non-deterministic algorithmic theory the followmg conditions are equiv-
alent:

(i) o« is a theorem of T,

(i) « is valid in every model of T.

In other words, A — o iff A=« for an arbitrary set A. We shall
omit the proof since it is very similar to the proof of the Completeness
Theorem of algorithmic logic. ; [
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5. CERTAIN METAMATHEMATICAL RESULTS

The aim of this section is to generalize some results obtained in algo-
rithmic logic. '

TueoreM 5.1 (Downward Skolem-Lowenheim Theorem). If a non-
deterministic algorithmic theory has a model, then it has an enumerable
model. : Od

This is an immediate effect of the construction presented in the proof
of the Model Existence Theorem (cf. Theorem 4.2).

As a consequence of the Completeness Theorem we have the fol-
lowing fact: :

THEOREM 5.2 (on deduction). If ¢ isa closed formula of non-determin-
istic algorithmic language, then for an arbitrary set of formulas A and
a formula B :

A (@=p if Aufa} - B. (]

LemmA 5.3 For an arbitrary formula o which does not contain any
while-instruction or quantifiers there exists an open formula y such that
O Woky iff Aok« , '

for an arbitrary valuation v and an arbitrary data structure U.

PrOOF. The lemma holds trivially for open formulas. Let us assume
that (1) holds for all formulas which are submitted to the formula «
(see Appendix B) and let us consider the formula « = OM§p.

If M is an assignment instruction (x := w), then by the induction
hypothesis there exists an open formula f such that for an arbitrary
data structure U

U= (@ = p)
: (=P
Hence by the rule ———— =77 We have. W= (OMP = OMP).
y ity = S = @Mp = OMP)
Thus by the axioms of NAL,
CAEOG:=wh= G = WF
which completes the proof since (x 1= W) B is an open formula\obtained
from f'. by the simultaneous replacement of all occurrences of -x by

the expression w. :
If M is of the form either M, or M, ro, then by the Completeness
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Theorem we have
A (= [ either M, or M2 ro f = (OM;8A DMzﬂ)

By the induction hypothesis there exist open formulas y, and p; such
that for an arbitrary data structure 9,

A=OM =y, and AEOM,B=yp,.
Hence - S
A =[] either M; or M, ro f = (y1AY2)-
We shall omit the easy next steps of induction. : O

THEOREM 5.4." Let K be a program wzthout the . while-operation and
let ¥ be an open formula.

() The formula \ /Ky is a tautology iff there exists a natural number n
such that the formula \/ OK'y is a tautology.

i<n
(i) The formula | \Ky is a tautology iff there exists a natural number n
such that the formula \/ QK" is a tautology.
isn
ProoF. Since the proofs in cases (i) and (ii) are essentially the same
we shall discuss case (ii) only. Moreover one implication is obvious
by the definition of semantics.
Let H,, denotes the formula \/ [JK’y and suppose H,, is not a taut-

ism
ology for arbitrary m € N. For arbitrary natural number i, the formula
OK'y is equivalent to an open formula, say §;, cf. Lemma 5. 3. Let us.
put H, = \/ p;. Hence for an arbitrary data structure A

l<m
Ni=H, = H, for every meN.

For every m € N, let H,, be the formula obtained from H,, by the
simultaneous replacement of all elementary formulas of the form
o(ty, ..., 7,) that occur in Hj by the corresponding propositional
variables gy, ...,y Which do not occur in any formula H,, (different
propositional variables correspond to different elementary formulas).

The formulas H!/ satisfy the following condition:

E=H, implies E=H, formeN.
By the assumption, H,, is not a tautology for arbitrary m, hence the

set W™ of all valuations which do not satisfy the formula H,, restricted
to the set V(HY) is a finite non-empty set. Moreover, it follows easily
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from the construction that, if » > m then for every v € W" there exists

a valuation o’ € W™ such that v = o’ off(V—V(H,)), ie. v(2) ='(2)

for z € V(H,)). The set (J W™ creates a tree such that the elements
meN

of W™ are on the (m-+1) level of the tree and a valuation v on the
(m-+1) level is a son of the valuation ? on the m level if and only if
v = 0 off(V—V(Hn))-

Since the degree of any vertex in the tree is finite (the set W™ is finite
for every meN), then by Konig’s Lemma (cf. Kuratowski and
Mostowski, 1967) there exists an infinite path @,9,, 1, ... such
that vy € W7, jeN. Let us denote by v, a valuation such that

v, = vyoff (V—V(H")) for every meN.

Thus for every natural number m, H, (v,) = 0.
Let 9 be a data structure in the set of all terms such that

(T1y over Ta) EQu iff Vo (Gotzrs.nmy) = b

1:031(115 s T) = P(Tis oes T )
for an arbitrary n-argument predicate ¢ and an arbitrary n-argument
functor . ’

Let © be a valuation in U such that

?(x) = x for all individual variables x,

7(q) = vo(g) for all propositional variables ¢.
From the above construction we have

non %, v = H, for every meN
and therefore

non A, o =H, forallmeN.
By the definition of semantics.
Lub.(OK'p)u(@) = 0.
ieN
Hence U, o = ~ 1Ky, and therefore [ 1Ky is not a tautology. O

As a result of Theorem 5.4 we have the following.

THEOREM 5.5. If a program M of the form
begin M, ; while y do M, od end,
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where My, M, do not contain.any while-instruction, does not diverge
in any data structure, then there exists a common upper bound on the
length of all computations of that program.

For the proof see Lemma 3.6 from Chapter III. O

6. ON ISOMORPHISM OF DATA STRUCTURES

Let A and B be arbitrary data structures for the language L,

A= {4, {‘P‘)I}q:edi: {Q‘)I}QGP>3 B = {B, {‘P%}tpetm {Q‘B}QEP>
Let /2 be an isomorphism of data structures 2 and B, i.e., let & be
a one-to-one mapping such that
h: 4 “onto B

and for every m-argument functor ¢,

(1) . h ((p‘ll(al 3 evvs an)) = ¢3 (h(al) [IEEE] h(an))
and for every m-argument predicate ,

)] @, a)eou iff  (Bay), ..., h(a)) €08,
where 4, ..., a, are arbitrary elements of A4.
For an arbitrary valuation v in the data structure U we shall denote
by hv a valuation in B such that
ho(x) = h(v(x)) for every individual variable x,
hv(q) = v(g) for every propositional variable q.

LemMA 6.1. If h is an isomorphism of W and B, then for every term 7,
every open formula y and an arbitrary valuation v in the structure U

3) h(zu(@)) = T(k),
@ Aoy iff B,y

The proof is by induction on. the length of term v and formula y
and is an easy consequence of definitions (1) and (2). N

Let Comp(M, v, ) be a tree of all possible computations of the
program M starting from the valuation o in the data structure % and
let Comp(M, hv,B) be a tree of all possible computations of the
program M starting from the valuation /Ao in the data structure B (cf. § 1).
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We shall denote by 4’ a mapping which to every configuration {z; Rest)
of the tree Comp(M, v, ) assigns a conﬁguration {hv'; Rest).

LeMMA 6.2. If h is an isomorphism from A onto B, then k' is an iso-
morphism from the tree Comp(M, v, N) onto the tree Comp(M, hv, B).

ProOF. Let us denote by D a tree which is an image of Comp(M,
, ) under the mapping #’. We shall prove that D = Comp(M, hv, B).

Let us note first that the configuration (kv ; M) is a root of both trees.

Suppose that the trees D and Comp(M, hv,B) are both identical
to the level n.

Let o, be a configuration on the level # in the tree D and o, = (h(v,,),

vK Rest). We shall now consider the different forms of the program K.

1° If K is an assignment instruction (x := 7) then the unique son
of ¢, in D is a configuration ¢ = {A(V,+1); Rest}, where VUpsy 1S the
result of performing K at the valuation v,, by the construction of the
tree Comp(M, v, A) and by the definition of #'.

By the induction hypothesis o, € Comp(M hv, B). Hence the umque
son of o, is configuration o' such that ¢’ = {v'; Rest) and o’
= (x := 7)p(hv,). However, by (3) hv,41 = v’ and therefore ¢ =0,
i.e., o € Comp(M, hv, B), . ,

2° If K is of the form if then K, else K, fi, then the next configuration
depends on the value of the formula at the valuation @,. Suppose
A, v, =y. The configuration o = <hv,; K, Rest) is then an element
of the (n+1) level of the tree D. By the induction hypothesis o, is in
the tree Comp(M, hv,B) and the configuration (hv,; K,, Rest) is its
unique son whenever B, hv,=y. However, % ho, =y iff Wv, =
by (4). Thus o € Comp(M, kv, B),

3° The remaining forms of the program K can be dxscussed anal-
ogously.

As a consequence it follows that all conﬁguratlons that occur
on the (n+1) level. of the tree D are on the (n+1) level of the tree
Comp(M, hv, B). '

Conversely, we can prove that all (n+1) level vertices of Comp(M,
hv,B) occur on the (n+1) level of D.

Thus

D = Comp(M, hv,B),
by the induction principle. - O
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Asa coroilary of Lemma 6.2 we obtain the following fact:

LEMMA 6.3. If h is an isomorphism from U onto B, then for an arbitrary
program K and an arbitrary valuation v in U
) v € Ku(v) . iff hv' e Kg(hv),
.(ii) there exists an infinite computation of K starting from the valu-
ation v in the structure W iff there exists an infinite computation of K
starting from hv in the structure B. o O

THEOREM 6.4. If h is an isomorphism from A onto B, then for every
formula o of the language L
Uoka iff B, wEa
where v is an arbitrary valuation in .

The proof is by induction on the length of formula « and follows
immediately from Lemma 6.1 and Lemma 6.3. ]

DEFINITION 6.1. We shall say that the two data structures A and B
are algorithmically equivalent iff for every formula o

AEa iff BEo SR U
The following corollary is a cdﬁsequence of Theorem 6.4.

COROLLARY. Every two isomorphic data structures are algorithmically
equivalent. O

7. ON THE EQUIVALENCE OF NON-DETERMINISTIC PROGRAMS

DEFINITION 7.1. We shall say that two non-deterministic programs
are equivalent, K ~ M for short, whenever they determine the same
relations in every data structure. O

ExampLE 7.1. The following programs M, K are équivalent:

@

M. either K: if y then
if p then M’ else M fi = either M’ or K’ ro
or else

if v then K’ else K" fi either M'" or K''ro
ro, ‘ fi; : :

/
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(i)
M: either K: begin
begin K'; M’ end either X' or K" ro;
or M’
begin K''; M’ end end.

ro, d

From the practical point of view the above definition is not very
useful, since two programs which in fact compute the same function
are not equivalent if they make use of different auxiliary variables.

Exampie 7.2. The following programs are not equivalent in the sense
of Definition 7.1:
M: either
while y do K od
or
while ¢’ do K’ od
1o,
M’ begin
either g := true or g := false ro;
while (yAq) V(' v ~g) do
if ¢ then K else K fi
od
end,
where g is a propositional variable not occurring in K, K’ and y.
Moreover, let us note that Definition 7.1 does not capture the differ-
ence if one program has. infinite computation and the other has not.
The programs
K: x:=1;
M: either
x:=1
or ‘
while x > 1 do x := x+1 od
ro ,

are equivalent in the sense of relation ~ although M has an infinite
computation, while the unique computation of K is finite. ]
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- Hence we shall modify Definition 7.1 to avoid the disadvantages
‘mentioned above. '

DEFINITION 7.2. The two programs K and M are equivalent up to the set
of variables X, K ~ M off X for short, lﬁ’ for an arbztrary data structure
W and an arbitrary valuation v:

(i) there exists an infinite computation of K from the valuationv in W iff
there exists an infinite computation of M from the valuation 9 in U.

(i) Ku = My off X, ie.,

(,v)e Ky implies
@v)w,v"YeMy and v =v" of X
" and
(v,v") e My implies
A0)(w,v)eKy and v =T off X. ‘ ]

LEMMA 7.1. Let X, Y be arbitrary sets of variables and K, ~ K, off X
and M, ~ M, off Y. The following properties are then valid:
@) If Vy)nX = OB, then

if y then K else M, fi ~ if y then K, else M, fi off (XUY).

(i) If X is a set of variables inessential (cf. Chapter 111, § 6) for
M, and M,, then
begin K, ; M; end ~ begin KZ ; M, end off (XUY).
(i) If Vi)nX =G and X is a set of variables inessential for
K, and K,, then
while ¢ do- K; od ~ while y do K, od off X.

@iv) either K, or M, ro ~ eithér K, or M, ro off (Xi uY).

Proor. We shall consider case (iv) since the proofs of the remaining
cases are similar to those presented in Chapter III, § 6.

Suppose there exists an infinite computation of the program either K;
or M, ro from the valuation v in-the structure . Hence there exists
an infinite computation of K; or of M, starting from v in . By the
assumption there exists .an infinite computation of K, or of M, starting
from v in A and therefore there exists an infinite computation of either
K, or M, ro from the valuation v.

Suppose (v, v') € (either K; or M, ro)y. By the definition of semantics
(v,v")e K9 or (v,7") € Myy. Thus, by the assumption, either there
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exists a valuation v, such that o' = v, off X and (v, ;) € K,y or there
exists a valuation v, such that v, = o' off Y and (v, v;) € Mau. Hence
there exists a o'’ €(either K, or M, ro)y () and 0" = o' off (XUY).

The converse implications are abviously true also. ‘ O

LemmAa 7.2. For arbitrary sets of variables X, Y and for arbitrary
programs K, M, M', if K~ M of X and M~ M off Y then
K ~ M’ off (XUY)

For the proof see Lemma 6.2 from Chapter IIL : O

Let us adopt the same definition of the normal form of programs
as in the deterministic case. Hence, we shall say that a program Misin
the normal form iff.

M = begin M, ; while y do M, od end

where y is an open formula and M, and M, are programs in which
the while-operation does not occur.

The following theorem is a generalization of the theorem on the
normal form of deterministic programs (cf. Chapter III, § 6):

" THEOREM 7.3. For every progrdm M we can find in an effective way
a program M’ in the normal form such that M ~ M’ off X, where X is
a set of inessential variables for M and for M.

Proor. The proof is by induction on the length of the program.
It proceeds analogously to those presented in Chapter 111, § 6.

In the case of an either-program the theorem follows immediately
from the fact that the programs M and M’ are equivalent up to {g3}
where q ¢ V(M)LV(M DUV (KDY V(K>).

M: either '
begin
My : :
while y; do M, od

end :
or

begin
K
while y, do K, od
end :
ro,
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M': begin
either g := true or g := false ro; -
if g then M, else K, fi;
while (gAY V(~gAay,) do
if g then M, else K, fi
od
end. 0

Let X be a set of variables inessential for K and for M and let Fy
denote the set of all formulas o« such that V()nX = O,

LemmA 74. If K ~ M off X, then for an arbitrary formula « € Fx
¢)) - OMo = 0K and +— (Mo = OKe.
Proor. Let us observe first that condition (1) is cquivaleht to
- OMa = 0K and |~ [JM true = KX true.
By the completeness result the latter condition is equivalent to
EoMa = 0K and [=[IM true = []Ktrﬁe.

Since the results of X and M may differ in at most X and since by the
assumption we consider formulas which do not contain variables X,
then for an arbitrary data structure 9 and for an arbitrary valuation o

Ao 0Ke iff A,0E=0Ma
and :
A, o=EO0Ktrae iff A, vpE=[0M tree.

This completes the proof of Lemma 7.4. O

LemMmA 7.5. If K ~ M off X then for an arbitrary formula o< Fx
- OMe if - OKa,

= 0OMe iff +— OKe.
This follows immediately from Lemma 7.4. B [

For any program K, let PCx(K) denote the partial correctness theory
of K such that
PCx(K) = {(2 ) € F*: 1 ((aA 0K true) = OKB)}.

As the next consequence of Lemma 7.4 we find that if two programs
are equivalent then their partial correctness theories are equivalent.
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Lemma 7.6. If K~ M off X, then for arbitrary formulas «, p € Fx
 ((xA OK true) = OKB) iff
- (A OM true) = OMP),
ie., PCx(K) = PCx(M). )
ProOF. Suppose that (x, ) ¢ PCx(M) and K~ M off X. By the
definition we have ,
non + ((@A QM true) = OMB).
This implies by the completeness theorem that there exists a data struc-
ture A and a valuation such that \
non A, v E ((xA M true) = OMB).
Hence '
@) Ao ko and W0 = (OM true A ~OMB).
Thus, by the Compléteness Theorem and Lemma 7.4, A, v =~ OKB,
and therefore, by (2) non A, 0 £ ((@AOK true) = OKB). Hence
((xn oK true) = OMpB) is not a theorem of NAL and moreover

(«, B) ¢ PCx(K). As a consequence PCx(K) = PCx(M).
Analogously it can be proved that PCx(M) = PCx(K). O

A similar reasoning can be followed for some other versions of partial
and total correctness theories. Let us assume the following notation:

COI‘XO(K) = {(et, /3) eFZ: (x= OKP)},

CorXg(K) = {(&, f) € Fi : (2= OEB b

PCX ¢, (K) = {(2s B) € F2: i ((2n OK true) = OKB)}
PCXg (K) = (@ B)eFz: + ((anK true) = OKB)},
PCX o (K) = {(«, B eF:: - ((@n oK true) = [1KB)}
PCXep (K) = {(@ B) € F: (A OK true) = OKE)}-

LEmMA 7.7. For arbitrary programs K, M and for an arbitrary partial
or total correctness theory Th as defined above, if K ~ M off Th then
Th(K) = Th(M). O

The last problem we shall consider in this section is the following:
Is it possible to express by a formula that two programs are equivalent
with respect to a set of variables X?

The answer is positive in the case where the non-deterministic lan-
guage L contains the predicate = (cf. Chapter 111, § 7).
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Assume that V(K) = {z1, ..., 25, 415 -5 Gm} V(M) = V(K)UX and
XnV(K) = O, where z; is an individual variable for i < n and gq; is
a propositional variable for j < m. Let K(yp) be a copy of the program K
which is obtained by the simultaneous replacement of all occurrences
of z; by y; for i < nand all occurrences of ¢; by p; for j < m. Moreover, let

{yl v Vus P1s :pm}mX = Q'

Lemma 7.8. Let L be a non-deterministic language with equality.
Then .
"K~Moff X iff + OKtrue= M true and

- A\ OKGB) OM(y; = z)A /\ OKOP) OM(p; = g). O

isn jsm
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For the motivations of non-determinism in logics of programs see Harel
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is another approach to the non-deterministic programs.




CHAPTER VII

PROBLEMS AND THEORIES INSPIRED BY THE LOGLAN
PROJECT

This chapter differs in character from those preceding it. It presents
problems of semantics which grow up during work on the design and
implementation of modern, very high level programming languages
like SIMULA, ADA, LOGLAN and others. A sample of current re-
search into the semantics of LOGLAN is presented below. The sections
also vary in the degree of descriptive details. Some contain theories
which are almost complete, others present problems which are still open.
The reader will find a new mathematical model of concurrent compu-
tations, a theory of the notion of reference and a few remarks on other
semantic problems. As we said earlier the content of this chapter reflects
the status of present (1982) work on the formal specification of LOGLAN
semantics.

The chapter presents a method for the formal specification of a very
high level programming language. The method may be called axioma-
tic since it brings in axioms; it may be also called algorithmic because
of the form of the axioms. It may be called modular since we factorize
the semantics of the programming language into modules (or subsys-
tems), then give every module a theory describing its properties and
finally put all the constructed theories together in order to give a theory
of the system of modules under consideration. This method is exemplified
in the sections devoted to the notion of reference.

In 1976 a group working on the design of the LOGLAN program-
ming language had to define the semantics of parallel processes. The
models known from the literature did not seem to be adequate for
the description of complitational processes generated by statements
of a very high-level programming language. Consequently, a new math-
ematical model of concurrent computations called the MAX model
was invented. The model facilitates the analysis of programs, since
for a given program K and initial state s of a computing system it
defines the set of all possible computations which have their origin in
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the initial configuration {s; K) The model is not a scheduler’s design,
and it is not meant as a concept of implementation. The description
of the model might give this impression, but the reader should not
be mislead—this is an analytical model. It is easy to observe that
the MAX model presented here differs from the ARB model
consisting of arbitrary interleavings of atomic actions.

1. CONCURRENT PROGRAMS

A language of concurrent programs is determined by its sets of atomic
instructions and open formulas. Informally, by a concurrent program
we shall mean an expression constructed from atomic instructions
and open formulas by means of the program connectives: compo-
sition, branching, iteration, non-deterministic choice, and parallel
execution.

DEFINITION 1.1. By a set of concurrent programs we shall understand
the least set which contains all assignments and such that: ' ‘

1. If K, ..., K, are programs then begin K, ; ... ; K, end, either K;
or ... or K, ro, cobegin K, || ... ||k, coend are programs.

2. If y is an open formula and K, M are programs, then if y then M
else K fi, while y do M od, are programs. O

ExAMPLE. Assume that +, —,/ are two-argument functors and >,
= are two-argument predicates. The expression

cobegin
while x > eps do x := b—a; a 1= a+x/2 od ||
while x > eps do x := b—a; b :=b—x/2 od
" coend ‘
is then a prograni, 7 ' O

REMARK. In this and in the subsequent examples we shall omit the
superfluous parentheses begin ... end. O
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DerINITION 1.2. By a process we shall mean a maximal instruction
contained in a concurrent program M of the form

cobegin K || -.- || Kn coend,
i.e., every program K, K;, ..., K, is a process of the program M O

2. MAX SEMANTICS

In this section we shall present the definition of MAX-semantics of the
programming language introduced above. '

The meaning of a concurrent program can be determined by means
of the notion of computation. As in the sequential case, a computation
is a Sequence of configurations such that the consecutive configurations
are in the relation of direct successorship. The definition of this relation
is the most importaht point in the presentation of the semantics.

We assume that each process has a processor assigned to it. It is
possible to imagine that the nature of these processors is not important

_and especially that we should ignore the real and the relative speed
of the processors. Our main assertion is quite the opposite. In our view
it is the nature of the processors which should be taken into consider-
ation. The definition of a computation given below makes use of the
assumption of eagerness of processors, that is, processors cannot refuse
to make the next step in the computation. However, we cannot predict
how long it will take to execute a step.

One of the most important notions in this section is the notion of
a conflict set. We shall use the following definition.

DermNITION 2.1, Let I be a finite set of instructions which consists
of a set A of assignment instructions, a set C of conditional instructions
and a set W of iteration instructions.

We shall say that the set I is a conflict set iff there exists a variable
x occurring on the left-hand side of an assignment instruction of A which
also occurs in another instruction of the set A or in a test formula in an
instruction belonging to the set CuW. O

ExAaMPLE 2.1. Let I,, I, be sets of instructions such that
© I, = {x:=y+z; while x > 0doy:=7od}
I, = {x:=y+z, while y > 0 do x := 7 od}.
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The set I, is a conflict set and the set I, is a non-conflict set, O

The notion of a state of a computation, i.e., a configuration, is differ- ‘

ent from the analogous notion for sequential computations.

By a configuration of a concurrent computation we shall mean
an ordered pair consisting of a valuation of vai'iables and a list of pro-
grams in which certain instructions are indicated by an asterisk or
circle o. The intuitive meaning of these symbols is:

o—the instruction is under execution,

+—the -instruction is ready, not yet started.

The initial configuration of a computation of a concurrent program K
has the form <{v; *K>. To describe the notion of computation we shall
give another definition of the notion of direct successorship (see Chap-
ter II).

DeFINITION 2.2. Let W be a fixed data structure. The configuration
v's M) is a direct successor of the configuration {v; M) in the data
structure W iff the configuration {v'; M") is obtained from {v; M) by
means of the following non-deterministic algorithm:

1. Each mark = which precedes the symbol begin, cobegin or either
moves inside the program according to the following rules:

* begin X, ; ...; K, end — begin * K,; ...; * K, end,
* cobegin X, {|...]| K, coend — cobegin *K ||...|| *K,, coend,
* either K or ... or K, ro — *K; for arbitrary i < n.

Repeat the first step until each mark = precedes an assignment, condi-
tional instruction or iterative instruction. Let I be the set of instructions
marked o or % and let I, — I be the set of instructions marked o .

2. Choose the maximal non-conflict set J (a non-deterministic choice)
such that ,

IyacJcl
and denote by o all instructions from the set J—1I,.

3. Choose an arbitrary non-empty set J' < J (a non-deterministic
choice). Let J' = AOCUW, where A is a set of assignments, C is the
set of conditional instructions and W the set of iterative instructions.

4. Replace by v’ the result of the simultaneous execution of all assignments
Jrom the set A, and replace instructions from set J' by their successors
as in Table 2.1. ‘

N
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Table 2.1

the instruction \1 replace by \ iff
o if 7 then M else M, fi *M,; A vEY
o if y then M, else M, fi *M, A o=~
o while y do M od *beginM;whileydoM A vE=Y

: od end .

» while y do M od * \‘II,vt:~y
o (x:=7) ‘ -

5. Mark out all empty instructions, i.€- all occurrences of begin * end,
cobegin *| ... ||* coend, replace by *. /

Let us recall that a direct successor of a configuration {v; M) is
any configuration o'y M which can be obtained by the following
operations: ' : ' :

(1) moving marks # inside,

2 choosing a maximal non-conflict subset J of instructions (whic
retains a remainder of previous choices),

3 choosing a subset JeJof instructions that are to be cOU
pleted in this step, ' »

(4) execution of instructions from J,

(5) deleting empty instructions.

EXAMPLE 2.2. Consider the following configuration:

/:x y'*cobegin'x'.:'r\\y::n\\

if y(x) then M, else M, fi coend>

Let us assume that the yariable x does pot occur in the express
7 and that the variable y occurs neither in the term T nor in the formul
Suppose -that A,vE=7
This configuration has six different Successors:
/] x \7Y

\7@ 5; ; cobegint || if y(x) then M, else M, fill

oy =1 coén
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x y . . .
——|—2—; cobegin = || = if p(x) then M, else M, fi
Gty s obesin = 11 = i ) ' > i
*coend>,
/x|y . .
—|———; cobegin ox := 7 % if y(x) then M, else M.
% |7 g [l y(x) 1 2

fi]] = coend\,

{v;cobegin * x := 7 || * M, || o y := 7 coend),

x|y . ' . .
—|~—>—; cobegin x x := 7| oif y(x) then M, else M, fi
25 () gl Il 7’() 1 2 fif|
‘ Y
® coend/,
[ XY . . e ‘
ol cobegin *x := || *M,|| * coend>. O

DEFINITION 2.3. The tree of possible computations of a program K at
the valuation v, in a data structure W is defined in the following way:

The root of the tree is labelled by the configuration {vo; *K), i.e., the
initial configuration.

If the tree contains the node labelled by configuration {v; M, then
this node has as many direct successors as the configuration {v; M)
has and they are labelled by the successors of this configuration.

Any node labelled by {(v'; ) is a leaf.

Every maximal path of the above tree is called a possible computation
of program K at valuation v,. |

In this way the semantics MAX is defined. The conflicts are ascer-
tained at the level of instructions and a maximal non-conflict set of
instructions is initialized at every step.

3. COMPARISON WITH SOME OTHER CONCEPTS OF CONCURRENCY

The main ideas of MAX semantics are _
(D Double non-deterministic choice (we do not assume that all
instructions which start execution will finish in the same step).
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(ii) The maximal set of non-conflict actions are taken into consid-
eration in each step (We do not admit lazy Processors). ‘
Let us now call the reader’s attention to the second non-determin-
istic choice in the definition of MAX semantics. One may think that
this choice is not essntial; however, this is not the case. We shall discuss

this problem briefly below.

Let us consider a modification of MAX semantics which is obtained
by omitting step (3) of the definition (cf. Definition 2.2), ie., all in-
structions chosen for execution will finish in this step (observe that
marks are not necessary in this case). Thus, the relation of direct suc-
cessorship is deterrr}{ned by the following steps:

(1) putting marks = inside,

(2) choosing 2 maximal non-conflict set J of instructions,

(3) execution of all instructions from J

(4) deleting empty instructions.

Let us call a semantics with the above direct successorship relation
simple MAX semantics, or SMAX semantics for short. Below we shall
indicate the difference between MAX and SMAX semantics.

ExampLE 3.1. Let M denote the program
cobegin x :=1; x = 2; x:=ylly:=3y:= 4 coend.

Let v be an arbitrary valuation- in the data structure of natural num-
bers M. The only possible computation of the program M in SMAX
semantics is as follows:

{v; cobegin * x 1= 1; x:=2; x:=yll*y:=3; y:=4

coend),
<31C_—ys“’ cobegin  x 1= 2; x 1=yl #yi=4 coend),
<_;._i_, cobegin # x :=Y I = coend>,
/217N
\ala’® ™"

One of the possible computations in MAX semanticsis the following:
{v; cobegin * X 1= 1;x:=2;x:=yH*y:=3;y:=4
coend),
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<% J ; cobegin »x :=2; x:=y ||oy:=3; y:=4

v(y)
coend),

/XY . . . e \

\3 13 cobegin *x :=y || y := 4 coend)

/XY . . . \1

\33} cobegin * || xy 1= 4 coend/,

X0\

\3[4°7/"

As a conclusion from the above we can observe the different algo-
rithmic properties of program M in MAX and in SMAX semantics.

NEsmax OM(x =y) and  RNmax OM(x # ¥). O

To complete these considerations, let us observe that any computation
of a program in SMAX semantics is one of the possible computations
in MAX semantics. Thus any result obtained for a program in SMAX
semantics is also a result of that program in MAX semantics starting
from the same valuation. We shall express our observation shortly as

4) SMAX « MAX, '

One of the simplest models of concurrency is known as ARB sem-
antics. The relation of direct successorship differs from the analogous
relation defined for SMAX semantics in the second step. We take an
arbitrary set of non-conflict instructions instead of the maximal one.

To obtain the next configuration of a computation in an ARB sem-
antics we ought to proceed by the following steps:

(6) putting marks = inside the program,

(7) choosing an arbitrary seét of non-conflict instructions J,

(8) execution of all instructions from J,

(9) deleting empty instructions.

It is a straightforward consequence of the definition that

(10) SMAX c ARB and MAX c ARB.

To see the difference between MAX and ARB semantics, let us
consider the following example.

ExAMPLE 3.2. Let p and g be. propositional variables and let K be
the program : ‘
cobegin p := false || g := true; p := g coend.
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In Figures 3.1 and 3.2 we present the set of all possible computations
of K in MAX semantics and in ARB semantics. '

ARB. semantics

{v; * cobegin p := false || ¢ := true; p:= g coend)

. \
<'vl: (]))zz ; cobegin || * g:= true; p:= g coend;

(o

=]
Y

_—

; cobegin /% p = q coend> {v,; cobegin ||« p :=g coend)

{v35%)

(o 2L

4

<'v4: L ; cobegin = p :=false || x p 1= ¢ coend> ’
o1 .

AN

u,; cobegin x|l p:= g coendy = (v,; cobegin * p:= false ||+ coend)

{v3; *) {va; #>
‘ Fig. 3.1

Thus in ARB semantics it_ is possible that after the execution of K
the formula p holds and it is possible that this formula does not hold
after another execution of KX, i.e.,

Ears (OKpA OK~p).

In MAX semantiés, however, it is necessary that after every execution
of K the formula p holds, i.e.,

Emax OKp. : _ a
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MAX  semantics
(v; = cobegin p := false || ¢ := true; p := g coend)
{v,; cobegin % || 0 g 1= true; p :=g¢ coend)

{v,; cobegin = || x p.:= g coend) | (w,; cobegin = || = p := g coend)

(o35 ‘*> <v;; *)

] )
{v,; cobegin o p := false || * pi= ¢ coend)

{v,;cobegin % || * p =g coend)

{3} = >
Fig. 3.2

REMARK. One may think of an ARB’ semantics with two non-de-
erministic choices: i .

(i) The first choice of arbitrary non-conflict instructions which
start execution in one step.

(i) The second choice of an arbitrary subset (of the previously
chosen set) ‘of instructions which will finish execution in this step.

Thus the only difference between MAX and ARB’ semantics would
be in the word maximal (cf. Definition 2.2). However, as can easily
be seen, in this case we can replace the two non-deterministic choice s

by only one. Hence ARB’ = ARB. O

In all the semantics discussed above we have not assumed any restric-
tions on the set of processors, ie., the number of processors was po-
tentially infinite. Obviously in practice any computer has a bounded
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number of processors. We shall discuss the consequences of this assump-
tion below.

Suppose that the computer we are talking about has only # processors.
Thus in all kinds of semantics we can consider at most # instructions
to be executed simultaneously. Let us call such semantics ARB(n),
SMAX(n), MAX(n), respectively.

LemmA 3.1. For every natural number i, ARB()) = ARB(i+1).

ProoF. It is obvious by definition that every computation of an ar-
bitrary program K in ARB(i) semantics is also a computation of the
program K in ARB(i+1) semantics. Hence ARB(}) = ARB(i+1).

Conversely, every computation of a program K in ARB(i+1) sém-
antics can be simulated in ARB(i) semantics.

Suppose I, ..., I;,; are instructions which have been chosen for
execution in a configuration {v; M) of some computation in ARB(i+1)
semantics. Let {v’; M") be the direct successor of {v; M),

v; M) L& &1, o' M.

By the definition of semantics, the instructions I, ...,J;,., create
a non-conflict set, hence the result v’ can be obtained in two steps:
1. By the execution of I,, ..., I; in the first step, and
2. by the execution of I;,, in the second step.
Thus, for an appropriate valuation v”” and an appropriate program M"’
we can replace the above-mentioned fragment of computation by the -
following:

0; M) 5= g <Y M

Such a transformation applied to an ARB(i+1) computation results
in an ARB(i) computation with the same result. Hence ARB(+1)
< ARB(). O

o' M.

Ii+1

As a conclusion from the above simple observation we have, for
every natural number i,

ARB(1) = ARB(),

Thus the semantics ARB(1) also called multiplexing and ARB sem-
antics are not essentially different.
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Observe that
ARB(1) = MAX(1) = SMAX(1).

The same problem has a different solution for SMAX (%) semantics
from the one it has for MAX(xn) semantics.

ExawmpLE 3.3. Let p be a propositional variable and 0t a data structure
of natural numbers. The behaviour of the following program M is differ-
ent in SMAX(n+1) semantics from that in SMAX(n) semantics.

M: cobegin ,
p = false ||
Xy '=x;+1; while p do x; := x;+1 od |...]]
Xy := Xp+1; while p do x, := x,+1 od
coend.

SMAX(n+1) semantics

/P Xy .o Xy, )

\io 00 M)

<%—'"%’;cobegin # while ... | .|| * while ... coend),
/p X1 ...x,,_ \

\ S UAA

Let v be a valuation in 9% such that 2(x;) = 1for i < n. Hence we have
the following properties: for every i < #,

R,v Fsmaxm+ 1y OMQx; = 1)
and :

N Esmaxm+1y O1M true.
SMAX(n) semantics

One of the possible computation of the program M in fhe data struc-
ture N is as follows:

<i%—?, cobegin = p : = false || xwhile p do x; := x, +1

od || .. || * while p do x, := x,+1 od_coend),
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<i’)1€1 );”;cob_egin *p 1= fa_lse Il %x; := x,+1; while p do

Cxpi=x+1] Il * x, 1= x,+1; while ... coend>,
<f%——2~" cobegm # p 1= false||+ while p do x; := x;+1
od || ... || *while p do x, := x,,—!—l od coend/,
Hence, for every natural number i
N, Eamaxn OM(y = o = Xa = 1)
N Esmax o (p = ~ O M true).
MAX(n) semantics

One - of the possible computatlons of the program M in the structure
RN is the following -~

{v; %« M)
P X1 X2 «en x,,_ %
<—————-1 o1 1 cobegin = p ;= false
oxy = x;+1; while p do
‘ Xy i=x;+1 od ||
*whllep do x, :=x,+1o0d] .. H
« while p do x, := x,,+1 od coend/
<f J(;l ch"' Jf" ch ; cobegin = p ;= falsej]

o Xy 1= x;+1; while ... ||
% X, 1= X3-+1; while ... }[ ... ]|
* X, .= X,+1; while ... coend>

) /P X1 X2 X3 ... Xp

\—l—l—m; cobegin * p : = false]]

« while pdo x; := x;+1od]}...]|
* whilepdo x := x+10dcoend>,

It is easy to see that every n-element sequence of natural numbers is
a possible result of the program M in MAX(n) semantics. O

The conclusion is- . ..
- MAX(n) # SMAX(m) and MAX(n) # MAX(#n+1),
SMAX(n) # SMAX(n+1). '
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4. A COMPARISON OF MAX AND ARB SEMANTICS IN THE CASE
OF PETRI NETS

The previous section has indicated the differences be/tween MAX and
ARB semantics. Now we shall discuss the same problem on the basis
of Petri nets, to show that the distinction is deeper than could be seen
from the examples given. We shall start with the necessary definitions..

- DEFINITION 4.1. By a Petri net we understand a quintuple
- PN = (PL, TR, BACK, FOR; mo), .

where PL and TR - are finite -disjoint. sets,"’(‘trid BACK, FOR, and m,
are functions such that

BACK: PLxTR - N,
FOR: TRxPL - N,
me: PL>N. - O

Each Petri net PN can be regarded as a bipartite graph
' G = (PLUTR E),

where PLUTR is the set of all vertices and the set of edges is equal
to {(p,1): BACK(p, t) > 0}u{(#, p): FOR(¢, p) > 0}. The elements of
the set PL we shall call places and the elements of the set TR—iran-
sitions. An edge of the form (p, t) will be called an in-arrow of the tran-
sition z. The function BACK determines the capacity of in-arrows.
An edge of the form (¢, p) will be called an out-arrow of the transi-
tion #. The function FOR determines the capacity of out-arrows. The
function my is called the initial marking of the net PN.

ExampLE 4.1. The graph shown in Figure 4.1 (p. 312) is a Petri net
in which py, ..., ps are places and t,, ..., ¢, are transitions. The initial
marking is described by dots at the corresponding places and the values
of functions BACK and FOR are indicated on the arcs.

DEeFINITION 4.2, We shall say  that transitions tiy ins by can fire
simultaneously at a marking m in a Petri net PN = (PL, TR, BACK,
FOR, my) iff for every place p € PL the following condition holds:

m(p) > ) BACK(p, ).

isn
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Fig. 4.1

If the condition does not hold, then we say that transitions {t1soees ta}
are in conflict at the marking m. Od

DEFINITION 4.3. Let m, m’ be arbitrary markings. We shall say that
the marking m' is the result of the simultaneous firing of transitions
tis ..., t, at the marking min a Petri net PN iff :

(a) the set ty, eyt Of transitions can be fired simultaneously at the
marking m, '

(b) for an arbitrary p € PL,

m(p) = m(p) — Y BACK(p,#)+ ), FORG,p). O

i<n i<n

DERINITION 4.4. A sequence of pairs {(my, c5)}jes, Where J < N,
will be called a firing sequence in SMAX semantics (ARB semantics) iff
(i) for every jeJ the set ¢; is a maximal (an arbitrary) set of tran-

sitions that can fire at marking mj, _
(i) the marking mjyy, is the result (if it is defined) of firing c; at m;. O

ExaMpLE 4.2. Let us return to Figure 4.1. Let mo be the initial mark-
ing described on the graph. There are three possible non-conflict sets
of transitions in marking m, :

{t,}, {6} and {f2,1s }

Observe that the transitions ¢, and 7, cannot be fired at m,.
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Below we present three firing sequences in ARB semantics. The first
example. is a finite sequence:

/P1D2P3PaPs {t }\
N0 2201 ° v

/p1P2P3P4P5, {t }\
N1 101 v/

‘D1 P2 P3 PaPs >
00001°

Clearly, after two repetitive firings of the transition ¢, the net is dead—no
transition can be fired.

The second example shows an infinite firing sequence such that the
values of the marking functions are not bounded

(s {t ), <y, {203, <z, {1330, <y {8, ...

The sequence of consecutive markings is defined as follows:

Mo ., P1 P2 P3s Ps Ps
BFL 042 i+l 2 17

Mo P1 P2 P3s PaPs
2 044+2i+2 01 °

where i is an arbitrary non-negative integer.
The third example presents an infinite cyclic firing sequence

{mo, {ta, 330, <my, {E41), Mo, {ta, 31, <My, {ta))s -

where

P1DP2P3Pals 0
01021 °

We observed earlier (cf. § 3 of this chapter) that the semantics MAX
and ARB are different. Now we shall mention observations showing
that this difference is essential.

Consider a net in Figure 4.2 (p. 314). ’

In SMAX semantics the net behaves as follows:

€)) if p > 0 then 7, else ¢, fi.

The meanjng‘ of the same net in ARB semantics would read

if p = O then 7, else either 7, or 7, ro fi.
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Fig. 42

A small ‘modiﬁcation of the net mentioned in Figure 4.2 gives a net
(Figure 4.3) which analysed in SMAX semantics behaves as follows:

2 begin while p > 0 do-#; od; £, end.

Fig. 4.3

As a consequence of the above observations, every partial recursive
function can be computed by a Petri net with SMAX semantics. Hence,
the stop problem for Petri nets with SMAX semantics is undecidable.
On the other hand, it was proved by E. Meyr that the reachability
problem, and therefore also the stop problem for Petri nets interpreted
in ARB semantics are decidable. This suggests that the comstructions
(1) and (2) cannot be interpretations of any Petri net with ARB
semantics. More generally, we can conjecture that there exists a Petri
net with SMAX semantics which. cannot be simulated by any Petri
net with ARB semantics. An example of such a net was given by
H. D. Burkhard (1983). The result is, that using the comstructions N
and (2), we can construct a net which interpreted in SMAX seman-
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Fig. 4.4

tics, describes the set X presented in Figure 4.4. This example is very
important since, by.the Pumping Lemma (cf. Burkhard, 1981b), any set
computable by a Petri net in ARB semantics contains an infinite linear
subset. Obviously, the set descnbed in Flgure 4.4 does not contain an
infinite line.

5. CRITICAL REMARKS CONCERNING MAX SEMANTICS

In this section we would like to con51der the questlon of whether the
MAX model adequately captures the phenomena of parallel distri-
buted computations. We shall start our analysis with examples which
shows an unexpccted power of MAX semantics.

~ ExampLE 5.1. Consider the followmg program in the data structure
of natur al numbers N:

K: begm
p= = true; ' _
“cobegin while p do x := x+1 od || p := false coend
ed ' o

Considered within ARB seman’ucs the program has the following
properties:
NEare (VE €w) (0K (x > k) A ~[IK true).
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Analysed in MAX semantics the program behaves fairly, i.e., both
processes are active and therefore the program terminates.

N Emax (K = x = OK(x = kvx = k+1)). M

One can compare this example with the remarks of Dijkstra and
Lamport (1980) that the termination of the program K means exactly
the fairness property of the semantics.

ExAMPLE 5.2. Let us modify our previous example slightly:

K : begin
p = true;
cobegin while p dox := x+1 od |} y := f(»);
p .= false coend
end.

We have as before
N ars (VE € ) (0K (x > k) A ~[OK| true),

and a similar behaviour can be observed in MAX semantics. The pro-
gram K, admits an infinite computation in both semantics.

In ARB semantics there is a possibility of unfair choice: the second
process can be delayed for ever.

In MAX semantics the second process will begin execution of the
instruction y := f(y). However, the completion of the instruction
can be postponed ad infinitum by the second non-deterministic choice
(cf. Definition 2.2). . O

This minor disadvantage of the model can easily be overcomed.
Suppose that with the initiation of an instruction one can associate
a non-negative integer /, with the intention that, each time we make
the second non-deterministic choice, the number / should be decreased
or the instruction should be terminated. The instruction must be ter-
minated (chosen) when / equals zero. The range of choice for the num-
ber I can reflect certain information about the executing system. If there
is no limit for /, i.e., if / can be any non-negative integer then the formula

(VK) OK (x > k)

will be satisfied in MAX semantics.
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Another possibility, that / is taken from a finite set of non-negative
integers, seems closer to physical hardware. The number / then corre-
sponds to the number of time units which are necessary in order to com-
plete the instruction.

EXAMPLE 5.3. Suppose we wish to limit the class of computing sys-
tems only to those where the relative speed of processors is comparable.
Assuming the formula

rx=k=0 cobegln while p do x:= x+1 od ||
= y.y;p.= false coend (x < k+5)

to be valid, we arrive at the conclusion that the formula expresses
the following fact:
One multiplication takes no more than five additions. 'l

We can end up with the following remark. Formulas like those
in the above example can be regarded as axioms about computing
systems. Such axioms can accept certain systems and reject others.

Another unexpected aspect of MAX semantics can be seen from
the following discussion of the well-known case of the philosophers
(cf. Figure 5.1).

Ph,

Fig. 5.1

Five philosophers are sitting around the table. There are five forks
and a fish. Each philosopher alternately ‘thinks’ or ‘eats’. We assume
that eating is possible only when the philosopher has involved two forks.
When passing from thinking to eating each philosopher must synchron-
ize his actions with his two neighbours since the forks are shared.
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Let us regard the system as a concurrent program written informally
as follows:
cobegin

5 : .
H Ph, : do ‘think’; ‘take one fork’; ‘take another
i=1 . : :

fork’; ‘eat’ od

coend. '

We have used instructions which are not totally defined (e.g., ‘take one
fork’) in order to leave more freedom in the system. Anyway, there is
a possibility that each philosopher will take the fork on his left, and
consequently no one will be able to continue. In the next section we shall
discuss such cases. :

The situation changes completely if we consider a slight modification
of the program and analyse it in MAX semantics:

cobegin

i=1

5 N
|| Py do “think’; “take forks fi-1, fimeas's* cat’ od

coend.

The change consists in treating the operation ‘take forks fi—1, fimods
as an atomic one. Due to this fact the analysis of the possible compu-
tations will show that no deadlock.situation will occur. For every
configuration there is a next one. This example might satisfy supporters
of the MAX model, but in fact it can be regarded as a source of deep
criticism of MAX semantics: it seems that our model is stronger than
the system it is modelling. S '

6. LIBERAL SEMANTICS

In accordance with the criticism of §.5 of this chapter we are now going
to change the structure of concurrent programs and their semantics
to make them more natural. Moreover, the new semantics will be closer
to that of the LOGLAN programming language. / .

The most important modification is that the semantics itself does
not take care of conflicts. We allow all processes to work simultaneously
if they are ready. However, it may appear that two processes will try
to change the value of the same shared variable. We assume that the
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result is then undefined, i.e. the processes put a value in the shared
variable but we do not know which value.

ExaMPLE 6.1. If two processes try to execute simuitaneously x:=1
and x := 2, then as a result the value of x may become 1, 2, or any
possible integer. v O

) Obviously such a situation is not a desirable one. Hence, the language

will be equipped with control variables, called semaphores, and special
atomic actions on them, called lock and unlock, which allow us to solve
conflicts prbperly We assume that. the programmer himself will take
care of conflicts to avoid undefined results.

Let us study the picture presented in Figure 6.1. The semaphore
keeps watch over one or more variables to exclude possible conflict
actions.

region of exclusive
access to a pool
of data

lock (SEM) unlock (SEM)

Flg 61

e

The intuitive meaning of the action lock(SEM) is to close the
semaphore SEM, so that the other process cannot change the vari-
ables guarded by this semaphore. The meaning of the other action,
unclock(SEM), is just the opposite—to open semaphore SEM when
the previous process has finished its action.

The strict definition of the new concurrent language is as follows:
Let L be an algorithmic language with the sets ¥;.and ¥, of individual
and propositional variables. We assume that the language L. contains
the set of control variables Sem. o

DEFINITION 6.1. By the atomic program of the language L we shall

understand:
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(i) every assignment instruction and
(i) every expression of the form
lock(SEM), unlock(SEM),

where SEM is an arbitrary contr.l variable. O

DEFINITION 6.2. By a set of concurrent programs we shall understand
the least set of expressions which contains all atomic instructions and is
closed with respect to the same formation rules which appear in Defi-
nition 1.1. , (||

ExampLE 6.2. The following expression is a concurrent program,
where x is an individual variable, SEM is a control variable and 1, 2
are constants:

cobegin lock(SEM); x := 1; unlock(SEM) || lock(SEM);
x := 2; unlock(SEM) coend. [~

Let 9 be a data structure for the language L. The valuation in %A
consists of three parts: the valuation of individual variables, the valu-
ation of propositional variables and the valuation of control variables.
The values of control variables will be ‘open’ and ‘closed’.

By a configuration of a concurrent computation we shall mean an or-
dered pair consisting of a valuation of all variables and a list of programs
in which certain instructions are marked by %, o or ®. The intuitive
meaning of these marks is: '

o —the instruction is under execution,
« —the instruction is ready for execution,

@ —the process is passivated (this sign will appear only before

control instructions).

DEFINITION 6.3. We shall say that the configuration 'y M’y is a di-
rect successor of a configuration {v; M) in LIBERAL semantics iff
{v'; M"Y is obtained by means of the Sfollowing non-deterministic al-
gorithm:

1. Each mark % moves inside the program as long as it precedes the
basic instructions according to the rules mentioned in Definition 2.2.

Let I. be the set of all instructions marked with =, but not control
actions; Let IC. be the set of all control actions marked with = and let I
be the set of all instructions marked with o. If the set L,UIC, VI, is empty
then the configuration {v; My does not have any direct successor.
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2. Change the marks of all instructions from the set I, into o; (all
instructions, except control actions, start execution). For every SEM € Sem
take from the set IC, only one instruction 1ock(SEM) or unlock(SEM)
and change its mark into o. Let I' be the set of all control instructions
marked with o.

3. Choose an arbitrary subset I' of the set LI, (the set of instructions
which will finish execution).

4. Execute all instructions from the set I' and I".

The resulting configuration (v'; M") is obtained by the simultaneous
execution of all modifications displayed in Table 6.1 (p. 322). 1

ExaMPLE 6.3. Let us consider the following program
M: cobegin
lock(SEM); x := 1; unlock(SEM)|| lock(SEM);
if y(x) then M, else M, fi;
unlock(SEM)|} y 1= 2
coend.
The reader is asked to compare this with Example 2.1.
The configuration {v; *M) has four direct successors:

<v:% ; cobegin *x := 1; unlock(SEM)]|
_ ® lock(SEM); if p(x) then ... ||
=2 coend).

<7)’ : (Sﬂl::)ls.\:—dxg; cobegin * x := 1; unlock(SEM)||

® lock(SEM); if y(x) then...||

® coend>,
{v; cobegin @ lock(SEM); x := 1; unlock(SEM)||
x if y(x) then M, else M, fi; unlock(SEM)||
oy := 2 coend),
{v'; cobegin ® lock(SEM); x := 1; unlock(SEM)H
# if y(x) then M, else M, fi; unlock(SEM)||
% coend). O

DEFINITION 6.4. A sequence {c;}o<i<n, N < ®, is a computation of the
program M at the valuation vina data structure A in LIBERAL
semantics iff
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() ¢co = {vo; *M>, where vo(x) = w(x) for x e VUVO and v(SEM)
= open for SEM € Sem; =
(ii) for alli, c;y, is a direct successor of ¢; or ¢; has no direct successor. []

ExAMPLE 6.4. Let M be the following program:
cobegin
- 1ock(SEM); p := false; unlock(SEM)|
x := x+1; lock(SEM); while p do x := x+1 od;
» unlock(SEM)}|
Y=yt Iock(SEM) while p do y := y+1 od;
' ’ unlock(SEM)
. coend.
Below we shall present an example of a computation of the program M
in LIBERAL semantics in the data structure of natural numbers.
/SEM p x y
\Nopen 100’
/SEM p x y
\closed 110 ’
j : # lock(SEM); while... ||
oy :=y+1; lock(SEM); while ...
coend ),

*M>,

; cobegin » p := false; unlock(SEM)I|

/SEM pxy .

\m ; cobegm * unlock(SEM)H

® lqck(SEM); while ... [
‘ * lock(SEM); while coend>,
(SEMp x . cobegin + unlock(SEM) |

N\closed0 1 1°
® Iock(SEM) while .. | _
® lock(SEM), while .. coend>,

\open 011 ° cobegin # || * lock(SEM); while ... ||
& lock(SEM); while ... coend>,
/SEM p x y :

—_— T i i 1= 1 od;
\Tdosed 0 11 ° cobegin * || * while p do x x+1o0d
unlock(SEM) ||

2 lock(SEM);. while ... coend> »
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32\:__&%-?1—% ; cobegin * || * unlock(SEM)||
® lock(SEM); while p do
y:=y+lod.. coend>,
< % : cobegin * || * || * lock(SEM); while p do
y:=y+lod .. coend>,
/SEM p x y .

e SRS in i T= 1 od;
\closed()l1,cobeg1n*11*||*wh11epdoy y+1lo

unlock(SEM) coend> »

SEMpxy .\ O
open 0 11

A computation of a concurrent program can, as usual, be finite
or infinite. However, in LIBERAL semantics, one can observe several
other phenomena which could not be observed previously.

One of the most important problems is whether a conflict appears
during the execution of the program. Due to LIBERAL semantics
a computation in which a conflict has occurred cannot be an object
of analysis. We cannot foresee, in general, the behaviour of the whole
program. We shall call such computations conflict ones. Observe that
a conflict computation can be either finite or infinite.

By the definition of the LIBERAL semantics a process can be passiv-
ated during the execution of the program. Thus it may happen that
in a configuration all processes are passivated, waiting for  some sema-
phores. Obviously such a configuration has no direct successor.
We shall call this situation a deadlock. Observe that the computation
in this case is finite but is not successful. Below we shall present an
example of a program with a deadlock computation.

EXAMPIE 6.5. Let I,, I,, I;, I; be programs and let SEMI, SEM2
be semaphores. Let us consider the following configuration:
- (w; cobegin % lock (SEM1); I; lock (SEM2); Ll
« lock (SEM2); I;; lock (SEM1); I, coend).
If programs I, and I; do not contain the instructions unlock(SEM1)
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and unlock(SEM2) and have finite computations then one of the
next possible configurations is deadlock

<v'; cobegin ® lock(SEM2); I, || ® lock(SEM1); I; coend). [J

The next property we should like to mention is starvation. This is
a property of infinite computations. We shall say that the I-th process
of a concurrent program is starved if during infinite computation there
appears a configuration in which the /-th process is passivated waiting
for a semaphore, say SEM, and in the subsequent configurations of this
computation the semaphore SEM is opened infinitely many times.

ExAMPLE 6.6. Let x, y be individual variables and let SEM be a sem-
aphore. In the data structiire of real numbers with the usual inter-
pretation of functors and relations, we have the following computation
of the program M in LIBERAL semantics;

M: cobegin
while x > 0 do 1ock(SEM); x := x+1;
unlock(SEM) od ||
if x+y # 0 then lock(SEM); x:=0; y:=0;
unlock(SEM) fi|
while y >0 do lock(SEM); y := y+1;
unlock(SEM) od
coend,
/x y SEM \
\1 1 open’ ¥/
»<§1€J1’_(S)§:’IE ; cobegin * lock(SEM); x := x+1;
unlock(SEM) while x > 0... ]|
* Jock(SEM); x := 0;y := 0;
unlock(SEM) ||
* lock(SEM); y.:= y+1;

unlock(SEM); whiley >0... coend\ ,

/xy SEM

2 1 closed® cOP°8! ; whi 0..
(3 Tcioseq’ Cobesin » unlock(SEM); while x > 0.... ||

& lock(SEM); x := 0; ...]|
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" @ lock(SEM); y := y+1;
. unlock (SEM); while y > 0... coend>,

<x y SEM

21 open ’ ; cobegin whlle x > 0 do lock(SEM); ... ||

® lock(SEM); x :=0; ... ||
* lock(SEM); y := y+1; ... coend>,

<%_C_Sllji\dd’ cobegin ® lock(SEM); x := x+1;...||
® lock(SEM); x :=0; ...||
* unlock(SEM); while y > 0 do ...
' coend>,
<;§—§Plil:1[ ; cobegin = lock(SEM); x := x+1;

unlock(SEM); while ... ||
® lock(SEM); x := 0; ... ||
= while y > 0 do... coend>.

In all the next configurations of this computation the second process
is awaiting for semaphore SEM while the first and the third process
occupy the semaphore in turns alternately.

<z~jfl}z;—<§oEszI& ; cobegin * unlock(SEM); whilex > 0 do... ||
' ® lock(SEM); x := 0; ... ]|
® lock(SEM); y := y+1;

unlock(SEM); while ... coend>,

<%; cobegin * while x > 0 do...]|
® lock(SEM); x := 0; ... ||

xlock(SEM);y := y+1;... coend>,
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SE
<;_—12%F£;; cobegin @ lock(SEM); x := x+1;...]]
® lock(SEM); x := 0; ... ||
* unlock(SEM); while y > 0

do ... coend\ .

<§J):1Ty1$cfa¥“n ; cobegin # Iock(SEM); x:= x+ 1; .|

® lock(SEM); x := 0; ... ||
=while y >0 do... coend>,

O

It is fairly evident that LIBERAL semantics does not assume exis-
tence of a central scheduler, We are going to show that under certain
assumptions on the form of programs LIBERAL semantics and MAX
semantics are equivalent. Hence, MAX semantics does not always
require a central synchronizing tool for choosing maximal non-con-
flict sets. :

Let us consider a program K such that for every of its processes
and for every atomic instruction At at most one non-local variable
of the process occurs in At (i.e. one shared variable). Without loss
of generality we can assume that non-local variables do not. occur
in tests after if or after while. Let us modify the program X in the fol-
lowing way: for every shared variable x associate a semaphore variable
SEM,, atomic instruction At which contains a shared variable x
replace by the three instructions

loc(SEM,); At; unlock(SEM,,).

The program obtained in this way will be denoted by K'. Let v be a valu-
ation in A such that values of all semaphore variables are ‘open’.
With these assumptions we have the following lemma.

LEMMA 6.1. Trees of all computations of program K’ from the initial
valuation v in MAX and in LIBERAL semantics are equal.

PrOOF. Every MAX computation of K’ is equal to a LIBERAL
computation of K’. Consider a configuration ¢ of the form

<7J; mlalRl ” Hmnaan>’
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where v is a valuation of variables, my, ..., M, are marks, dy, ...,
are atomic instructions, Ry, ..-s R, are the remaining instructions of
processes.

Let I = {ai, > aip} be the subset of atomic instructions con-
taining all non-passivated instructions.

Every maximal non-conflict subset of I can result, by Definition 6.3
of LIBERAL semantics, and, vice versa every set of instructions J < I
initiated by LIBERAL semantics is a maximal non-conflict set. This
is almost self evident. All non-control instructions of I are not con-
flict, and among the others, i.e. control instructions, one instruction
for every semaphore is selected. Thus a maximal non-conflict set will
have marks o (under execution).

Observe that every maximal non-conflict set can be defined as a result
of the corresponding step in LIBERAL semantics. The remaining

- details of the proof are straightforward. O

7. AN ALGORITHMIC THEORY OF REFERENCES

We now proceed to other questions connected with the LOGLAN
project; namely, the problems related to the notion of reference and
to concatenable declarations of modules. '

In Chapter IV we developed algorithmic theories of data structures.
In spite of progress made by the application of algorithmic logic, the
theories are abstract ones. In § 8 of this chapter the reader will find
examples of programming phenomena which cannot be explained
on the ground of axiomatic, abstract theories of data structures. In order
to understand these phenomena fully, one needs a knowledge of the
notion of reference and its properties. '

To conclude this chapter, we wish to indicate the rich variety of prob-
lems inspired by the concatenation rule of module declarations (also
called prefixing). Introduced for the first time in SIMULA-67, this has
found full, unrestricted and efficient jmplementation in LOGLAN.
Problems with the implementation of this concatenation rule are richer
than those of the copy rule for elimination of procedure calls (cf.
Langmaack, 1979). The numerous applications of prefixing also make
it a valuable object of study. ‘ o

A reference is to be understood as an element of a system in which
the following operations: reserve a portion of memory cells (frame),
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release a portion reserved earlier, check whether a frame is reserved,
are admissible. These operations lead from one state of memory man-
agement to another. Hence, a system of memory management is a two-
sorted system with Fr being the sort of frames and St the sort of memory
states. On closer examination we see that the reserve operation splits
into two parts: newfr—find a free frame, and insert—an operation
which reserves a frame by inserting it into the set of reserved frames.
The data structure for memory management is any system with the
following signature which satisfies the postulates listed below:
(Fr u St; insert, delete, newfr, none, allfree, member, =),

where

insert: (Fr —none) x St — St.
Given a frame f and a state s, insert (f, s) gives the new state in which
frame f is reserved;

delete: Frx St — St. ‘ v
The value of delete (f, s) is the state s’ in which f is freed;

newfr: St —» Fr. ,
newfr(s) brings a frame free in the state s;

none € Fr—a distinguished frame called empty frame;

allfree € St—a distinguished state of memory in which all

frames are free;

member: Frx St — B,.

Relation member(f, s) is satisfied iff frame f is free in state s.

Postulates

P1. For every state s € St the set of reserved frames is finite.

P2. Operation insert reserves at most one frame fin a given state.
Moreover, for every f’ # f the status of f* in s remains unchanged
in s = insert(f, ). ‘

P3. Operation delete frees at most one frame f in a given state s..

Moreover, for every f’ # f the status of f” in s remains unchanged
in S’ = delete(f, ). ‘

P4. For every state s the value newfr(s) is a frame free in s.

P5. In the state allfree every frame is free.

P6. Frame none is not free in any state.

P7. For every frame f= none there exists a state s such that
newfr(s) = f.




330 . VII PROBLEMS INSPIRED BY LOGLAN

PS8. The set of memory frames Fr is denumerable.

P9. The operation insert does not admit frame none as an argument.

The specific axioms of the algorithmic theory of reference ATR
contain some postulates, while others can be deduced as theorems

of ATR.
ATRI1. begin s := allfree;
while s = allfree do
fi = newfr(s");
if member(f, s) then s := delete(f, d) fi;
s’ := insert(f, 57
od;
end true
in every state s only a finite number of frames satisfies the member (f, ),
ATR2. (s := delete(f, 5)) (~member (f, s)A
A(f # f= (member(f’, s) = member(f’,s)))),
. ATR3. (f+# none = (' := insert(f, 5)) (member(f, s) A
A (f # f= (member(f’, s) = member(f’, 5°)))))»
ATRA4. newfr(s) # none,
ATRS5. ~member (newfr(s), s)
(for every state s, newfr(s) is a free frame in 5),
ATR6. ~member(f, allfree), )
ATR7. ~member (none, s).

THEOREM 7.1. Theory ATR is consistent.
PrOOF. The following system is a model of ATR:
(N U Fin (N —{0}), in, del, nfr, 0, @, mb, =),
“where N is the set of natural members, Fin (N —{0}) is the family of finite
subsets of N— {0}, & have an obvious meaning and the operations are
defined as follows:
in(i, ) = undefined if i =0,
del(i, s) = s—{i},
ofr(s) = min (N —s—{0}),
mb(i,s) =ies. :
By simple verification we observe that all the axioms AT Rl—_ATR7
are valid in the above system. a

{su{i} if i # 0,
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In the sequel we shall consider an arbitrary model I of ATR. We
shall study the properties of the set Fr of all frames of the model.

THEOREM 7.2. For every non-empty frame f # none there exists a state
s such that newfr(s) = f, i.e. the formula

(f # none = (s := allfree) (while newfr(s) # f do X
: . s := insert(newfr(s), s) od) true)
is a theorem of ATR. _
PROOF.. Let f# mome. Let s = insert(f; allfree). By axiom
ATRI1 it follows that after a finite iteration of the instruction s
:= insert(newfr(s), s'), newfr(s") = f. O

" THEOREM 7.3. The set Fr of frames is infinite.

PROOF. Suppose the contrary, i.e. that Fr ={fi, ..., fa, none} for

some 7. Define s = insert (f;, insert(fs,... insert(f,, allfrec) )

By ATR3 and ATRS it follows that
n (Vf # none) member(f, s).

Consider the element newfr(s). By ATR4 we have newfr(s) # none
and by ATR5 we obtain ~member(newfr(s), s), which contra-
dicts (1). ' ' O

DEFINITION 7.1.

Siste

e

(fi = none v
begin 5 := allfree; bool := false; rel := false;
if /, + none then ’
while bool do
f 1= newfr(s);
if f = f, then rel := bool : = true else
if f = f, then bool := true else
s 1= insert(f, s) fi
fi
od
fi
end rel).

¢

LEMMA 7.4. Relation < is a linear order.
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LEMMA 7.5 The set Fr with < is of order type w.

“PrOOF. The first element in Fr is none since (Vf) (none < f). We shall
define the successor operation f* in Fr as follows:
nope* = (s := allfree)-newfr(s).
For f # nene we put ‘
f* & (s := allfree; while newfr(s) # f do
s := insert (newfr(s), s) od; s 1= insert(f, s)) newfr(s).
The operation « is defined correctly (cf. Chapter TV, § 2). Consider
theset X = {f': F<fAf # [} The reader will verify that f* is the least
clement in the set X. To complete the proof we should check the fol-
lowing property:
if none € Y and for every element f of ¥, Y contains successor
of the element f, then Y = Fr.

Suppose Y # Fr, fo € Fr, fo¢Y. By Theorem 7.2 we have

@Aiz0(s:= allfree)
(s := insert (newfr(s), 5)) (newfr(s) = fo)-

Since mome € Y we obtain none* = (S .= allfree) newfr(s) €Y. By the
definition of a successor it follows that all elements

(s := allfree) (s := insert (newfr(s), 5))’newfr(s), forj<i

are in Y. Hence fo also belongs to ¥, a contradiction. O

COROLLARY. For every model of ATR theory the ordered set (Fr, <)
is isomorphic with (N, <). O

8. REPRESENTATION THEOREM FOR ATR THEORY

In this section we shall justify our choice of axioms by proving that
the set of reference can be identified with the set of natiral numbers—the
addresses of frames.

. DEFINITION 8.1. By a standard model of ATR theory we shall under-
stand any model : \

(N U Fin(N— {0}), in, del, nft; 0, @, mb, =>
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as described in the previous section (p. 330) which can differ in the
interpretation of an nfr operation. |

DEerFINITION 8.2. Let M = (Fr u St, insert, delete, newfr, member,
none, allfree, =) be a model of ATR. By a reduct of M we understand
the system which results from M by omitting operation newir, i.e.

M’ = (Fr v St; insert, delete, none, allfree, member, =>. [J
Observe that all reducts of standard models are identical.

DEFRINITION 8.3. We define
5 =g8 £ (V) (member(f, s) = member(f, 5')).

We shall say that states s and s’ are equal whenever s =g, §'. O

TueoreM 8.1 (on the Representation of References). Let I be
a model of ATR. Consider the quotient system I = W/(=, =s,)
which results from IR by identification of equal states. The reduct of the
model Mt is isomorphic with the reduct of a standard model. O

The questidn of reducts may seem strange. First of all let us remark
that there are other standard models, e.g. the one in which operation
newfr is defined as follows

newfr(s) = max(s)+1.

The standard model defined above and the standard model of the pre-
ceeding section are not isomorphic. On the other hand it is hard to
argue about the advantages of one model as compared to the other.
One can observe a similarity between the theory of references and the
theory of dictionaries. Qur remarks concerning the effectiveness of the
amember operation of dictionaries may be repeated here. Operation
newfT is a selector and in general proofs of the existence of this selector
are not constructive. All of them have to use the axiom of choice.
The theory described above can be used to explain the semantics of those
programming languages whose frames are reusable and where at the
same time the construction of a language assures safety, e.g. no attempt
will be made to access a variable local for a block when the block itself
is closed.. Moreover for languages like PASCAL, SIMULA, ADA,
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LOGLAN one can apply the notion of reference in order to explain
why new node(e) # new node(e) (cf. Chapter 1V, § 15), or why
(a := new node(e); (b := a; a.e .= 7) (be = 1)

The abstract theories of data structures in Chapter IV can now be
expanded by introducing references. Suppose We¢ are given a formalized
algorithmic theory T which specifies the properties of “abstract” static
objects, i.e. elements of a model of T. Making use of the notion of ref-
erence, we shall deal with “dynamic” objects t0 be conceived of as the
ordered pairs

(reference, static object).

ExampLE. For nodes of ‘binary trees (cf. Chapter 1V, §15) we have

static objects as triples

ol
e |nyih: .
TS L LA :

and dynamic objects 1n pairs \ref, \% \ni nz ) ]

~ Let us consider a few simple properties of dynamic objects and
states of computation: ‘ o
1. Every state of a computation contains a finite number of dynamic
objects. :
2. If every state s of a computation of two dynamic objects have
equal references then they are identical. .
3. No operation can update a reference in an existing dynamic object.
1n LOGLAN the only operations dealing with references are the
operation new f which creates a new dynamic object of -type ¢, and
the operation kill(x) which deletes the dynamic object X.
For every algorithmic theory T of an abstract data structure we can
_construct another dynamic theory by “putting together” theories T and
ATR (the algorithmic theory of references). An example of this approach
can be found in Oktaba (1981). .
We shall classify programming languages into two groups; ALGOL
and SIMULA belong to the first group, PASCAL, ADA, and LOGLAN
to the second. In the case of a language of the first group we observe
that objects created during computation exist until there exists a block
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containing a type declaration for these objects. For these languages the
theory of references. is adequate, and the treatment of objects is safe.
In languages of the second group there exist instructions disposing
an object like kill(x) in- LOGLAN. The effect of the kill instruction
is to delete the frame associated with an object from the set of occupied
frames. Consequently, such a frame can be allocated for another object.
This situation is not safe. Let us consider the following example:

block

unit A4: class ... ;

unit B: class ... ;

variable A1, 42: A4, Bl: B;

begin
@il) Al := new A4;
(i2) A2 = Al; -
(i3) kill(41);
(i4) Bl := newB;
end.

‘Let us try to interpret this piece of program in ATR theory. Execution
of instruction (il) results in: finding a free frame f in memory. (newfr),
reservation of this frame for the object new4 (insert), assigning the
frame f to the variable 41. The second instruction {(i2) assigns the
frame f to the variable 42. The situation might look like Figure 8.1.

set.of
occupied frames

+ Fig. 8.1

- Al———— none set of

occupied frames

A2 frame

Fig. 8.2
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The execution of kill(41) would lead to the situation in Figure 8.2.
Observe that frame f is no longer reserved but is still accessible via
yariable 42. This could be the conscious decision of the designer of our
language but is in contradiction with the assumption that all frames
accessible via variables are under the control of the storage manage-
ment system. .

After execution of the subsequent instruction Bl := nmew B the
situation would be shown in Figure 8.3.

A] ———— none

set of

occupied frames

A2 -+ frame
Bl f

Fig. 8.3

It is now obvious that the proposed solution is not safe. Frame f is
accessible via the two different variables 42, Bl, and in different mean-
ings. Since objects of types A and B admit different sets of operations,
it is disastrous if one object is interpreted at one point as an object
of type 4, and at another as an object of type B. We shall not develop
this argument, the reader will see all the consequences of such a solution.
In this way we have touched on the problem of ‘dangling reference’.

Work on LOGLAN has produced another safe solution for the stor-
age management system invented by A. Kreczmar and studied and
‘axiomatized by H. Oktaba. We shall outline it below. The system
consists of three sorts: Fr—frames, St—states of reservation and
U-—univocal references. Variables have references assigned to them.

/

Al frame set of

occupied frames

A2

set S; of
accessible references

Fig. 8.4
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A reference points to a frame. In every state references split into three
subsets: S,—the set of accessible references, S2—the set of used ref-
erences, S3—the set of fresh references to be used in the future. Let us
investigate the four instructions once again.
After the first two instructions the picture is as shown in Figure 8.4.
After the kill statement we have the situation in Figure 8.5.

set S,

of used references

set of

Al .
occupied frames

O————» None

A2

frame
set S;.of

accessible references

Fig. 8.5

Frame f is not reserved (i.e. it can be used again). The variables A1,
A2 both point to none, a specific frame. It is easy to check that none
is the value of 42 and to activate handler of exceptional situation,.or to
program an appropriate test. The execution of B := new B instruction
would Iead to the picture in Figure 8.6.

set S; of

] set of
Al accessible ]

occupied = frames
references

A2

Bi

Fig. 8.6
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9. SPECIFICATION OF UNIVOCAL REFERENCES

By a system of univocal references we shall understand a system of the -
following signature:

{(URu H ;newu,into, out, empty H, notused, usable, used, = >

where UR is a non-empty set called the set of univocal references, H is
a non-empty set of reference accessibility states disjoint with UR:
newu: H — UR; brings a notused reference, '
into: URx H — H; converts the status of a notused reference to
a usable one,
out: URXx H — H; converts the status of a usable reference to
) a used one,
empty H € H; distinguished state, all references are notused,
notused: URx H — B, ; notused(u, k) iff the reference u is notused
: in the state A,
usable: URx H — B, ; test if the reference u is usable in the state 4,
used: URx H — By ; test if the reference u is waste in the state A.
Moreover the system should satisfy the following specific axioms of the
theory of univocal references ATUR.
ATURI. notused(u, %) v usable(u, i) v used(u, h).
ATUR2. notused (newu(h), #).
ATUR3. notused(u, empty H).
ATUR4. ~((notused(u, k) A usable(u, 1)) v (notused(u, h)/\
Aused(u, h)) v (usable(u, b)) Aused(u, h))).

DEFINITION 9.1.

'

u < u' = begin h := empty H; bool := false; rel := false;
while ~ bool do #": = newu(h);
if ¥/ = u then rel := bool := true else
if '’ = u’' then bool := true else
h .= into(w"’, h)
fi

fi
od
end rel). O

ATURS. (usable(u, h)v used(w, 1)) = (u < newu(h)Au # newu(h)).

e A ——"

/




10. VIRTUAL MEMORY 339

ATURSG. notused(u, k) = (i’ := into(u, h)) [usable(u, F)Au' # u
' = (notused (', ) = notused(’, A') A
A usable(u’, h) = usable(, A')A
Aused(', h) = used(i, £))].
ATUR7. usable(u, h) = (b’ := out(y, h)) (used(u, KAt # u
' = (notused(u’, k) = notused (', ') A
A usable(u’, ) = usable(w’, K'Y A
Aused(’, B) = used(, 1)))).
ATURS. (begin 4’ := empty H; u := newu(h’);
o while ¥ < newu(#) do
“if usable(u, /) then & := out(y, h) fi;
K = into(u, &'); u := newu (k)
od :
end true).

THEOREM 9.1. Every two models of the theory ATUR which are proper
for identity, are isomorphic. Theory ATUR is consistent. 0.

A model for ATUR can be found in Oktaba (1981).

10. VIRTUAL MEMORY

A formal specification of a memory management system is ‘presented
here as a theory which combines the two latter theorigs. Access to a
memory frame is via a univocal reference. Moreover, references are
allocated only once for each u € UR, and in contrast with this, memory
frames can be utilized many times over, i.e. one memory frame can be
associated with different references. At any moment one reference
points to at most one frame.

A virtual memory system has three components—a storage manage-
ment system, a system of univocal references and a memory system, Mem.
The latter has a non-empty universe called the set of states of virtual
memory. The operations of the Mem subsystem are as follows:

ref: URx Mem — Fr

(Given a univocal reference u € UR and a memory state m € Mem
it gives a frame f e Fr.), '

h: Mem — H
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o

(For every memory state it gives the state of accessibility.),
5: Mem — St

(For every memory state it gives the reservation state.),
findu: Mem — UR

(In every memory state it gives a ﬁotﬁsed reference.),
reserve: URx Mem — Mem

(For a notused univocal reference u the operation reserve associates
with it a free frame f € Fr. The resulting memory state m’ = reserve(u, m)
satisfies three conditions: u is usable, f is reserved and ref(u, m')

=f)
kill: URxMem - Mem

(The frame f = ref(u, m) is freed, the refetence u is used. )
freem € Mem

(A distinguished memory state in which all references are notused and
all frames are free.),

inmemory: URx Mem — B,

(Tests whether the given reference u is usable in a given memory state.).

In order to specify the virtual memory system, we shall combine the
theories of storage management system and univocal reference system
together with the specific axioms of virtual memory.

AVM.1. inmemory(u, m) = usable (u, h(m)),

AVM2.. ((ref(u, m) = ref(u', m)nref(u, m) # none) = u = u')
(Every non-empty frame has exactly one reference.). ’

AVM3. ref(u, m) = none = ~inmemory(u, m)

AVM4. find u(m) = newu (h(m)).

AVMS. undef (u, A(m))=> (m’ :=reserve(u, m))[h(m’) = into(, h(m)) A
A s(m’) = insert(newfr (s(m)), s(m) ) ref(u, m’) = newfr (M)A #u
= ref(u’, m) = ref(u’, m"))]
(The operation reserve admits only notused references and consists
of associating a free frame newfr(s(m)) to a given reference u and
making u and the frame usable in a newly created state m’. ).

AVMS. (m' := kill(u, m))[(~inmemory (u, m) = m’ = m)v .
v (inmemory(u, m) = (h(m") = out(u, h(m))) As(m’) = delete (ref(u, m),
s(m))A (W # u = ref(u’, m) = ref(u’, m'))]
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(Operation kill changes nothing if it has a used reference as its argu-
ment. If it does not, it frees the'frame indicated by the reference and
makes the reference a used one.).
AVM?7. (usable (u, /T(m)) = (If) (member (f, S(m)) A ref(u, m)= f))-
AVMS. (member (f,5(m)) = (3u) (usable (u, h(m) A ref (u, m) =1)).
(For every memory state operation ref is onto the set of occupied frames),
AVMY. (h(freem) = empty HAS(freem) = allfree).
AVMIO. (~undef(u, h(m)) = (reserve(u, m) = while true do od m’).

(Operation reserve is undefined for usable and/or used references.)

The theory of virtual memory is consistent since it has a model.
Two of the model’s components are standard models for the ATR theory

of storage managerient systems and the ATUR theory of univocal -

references. The reader can conceive the axioms AVMI1, AVM2, AVYM6
as definitions of the operations: inmemory, reserve and kill. The system
defined in this way will be called a standard model of AVM theory.

Using methods illustrated in earlier sections one can prove that any
model of AVM theory is isomorphic to a standard one.

11. CONCATENABLE TYPE DECLARATIONS

The designers of SIMULA-67 have invented prefixing, a new and

powerful programming tool which allows one to concatenate type dec-
larations. Concatenation of type declarations plays (or should play)
a similar role to that of procedure call, because of its power in defining
data structures, program-oriented languages, hierarchies of sets and
systems, etc. Prefixing is not widely accepted as a programming tool,
because of lack of knowledge concerning its properties, the difficulties
involved in proper implementation of concatenation of type declarations,
and also because of irrational prejudice. No one doubts the importance
of the copy rule for computations with procedures. Similarly, the con-
catenation rule deserves the attention of researchers and ‘users.

REMARK. It is rare to see a paper describing SIMULA or prefixing
in which the author reports all the important properties of concat-
enation of type declarations. Most authors limit themselves to remarks
on encapsulated data types, which may be the least important of the
properties of the concatenation rule. ‘ O
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This section is intended as an introduction to the concatenation
rule. It is informal in character and far from completeness.

We should like to call the reader’s attention to-the potential applica~
tions of prefixing. Here we shall abstract from the dynamics introduced
by the storage management system. We shall concentrate on the prop-
erties of objects of types which correspond to static semantics.
observe that they are full of dynamics. B

"The central notion is an object. By an object we shall understand
an ordered pair :

{valuation of variables, sequence of instructions).

The special object is none = <&, @). Objects may be values of variables.
"(The careful reader will notice in the light of preceding sections. that
an object is allocated to a frame and the value-of a variable is a univocal
reference to the frame, but we shall abstract from these details.) A re-
striction is posed on valuations, since every variable is declared . to-
gether with a type name (called its qualification) and since the value
of the variable has to be an object of appropriate type. There is one
object none which may be the value of any variable.

The definition of a type has the following structure:

wnit T: class (myay: Ty, s Mn@nt T);
aly, eees Gl
begin
I, {prologue instructions} return; -
I, {instructions 1};
inner;
I, {instructions 2}
end 7, '

wherejz1 s +eey (p ATE NAMES of formal parameters, Iy, ..., T, are names
of types, m; is information about the mode of transmission of par-
ameters (i = 1, ..., B), Gy, ..., Qb ar€ declared local attributes and
inner and return are special instructions.

Declaration of type T introduces a data structure, or more exactly
it extends the existing data structure by a new sort |T| of objects of
type T and corresponding operations. The operations are those in-
herited from the virtual memory system

(newT, kill(x), x is T, x in 5,
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and the operations declared in the declaration . of type T. We asso-
ciate two operations, read y and update y, with every. variable y in the
list at,, ..., at;. Let o be an object of ‘type T. The phrases 0.y and
0.y := 1 are then expressions denoting the operations mentioned
above. In a similar way, simple formal parameters can also be conceived
of as pairs of operations. Other formal parameters and local attributes
also determine operations. This is easy to see if they are functions,
but in other cases also (like declaration of types) we can conceive of them
as operations.

The operation new 7" creates an object

X1

0:{v: L
0,

{

Oil’;Jl, ...', J,,>

in the following way:

1° Variables x,, ..., x, of the object o are formal parameters a,, ..., @,
(we simplify considerations by assuming that all formal parameters
are variables).

2° Variables x,,;, ..., x; are local attributes at,, ..., at, of T.

3° The object o arises from the initial proto-object o,

o’:< il

where the values of variables x,, ..., x; are initialized in accordance
with the corresponding mode of transmission as values of actual par-
ameters and values of local attributes are initialized in accordance with
the general scheme of initidlization. The initial values of types are

\
I

X1 .
>

Boolean—false, integer, read—zero, character—space,
all other types—none. :

Once we have created an proto-object o’ it becames a subject, i.e. the
prologue instructions are executed until the return instruction is met.
In this way the attributes of an object can be initialized in a more spe-
cific way.

Objects created by the new T operation satisfy the relation is between
objects and name of type T, i.e. the relation

new T (act, ..., act,)is T
holds.
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Another type declaration may be written with T as a prefix

unit 77: T class (Mys1@nn:Tnt1s ey mpay: T0);
Aliy1s oo Olss
begin ' —
Jy ; return;
J, ; inner;
Js
end 77,

This definition should be viewed as an abbreviation of the full concat-
enafed declaration:

wnit 7": class (mya; 2 Tyy ooy MnGn: Toy May 1 @ayy t Thiys ooe
. veosmea i T,);
Aty vees Qly, Algigy ey Qs
begin
I;
! ‘ L;
Jy ; return;
J, ; inner;
Jas
I
end 7.

12. AN IMPLEMENTATION OF RATIONAL NUMBERS -

In this section we shall present an example showing that'algebraic
operations of structures like product, factorization, etc. have counter-

parts in programming, and that they can be imitated by means of pre-
fixing.

Product

unit pair: class (L, M: integer) begin end pair.
This declaration introduces the structure '
{|pair|, newpair, L, .M, .L:=, M:=},
where |pair| denotes the set of objects of thé type pair:
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pewpair: |integer| x |integer| — [pair],
.L: |pair| — |integer]|,”
.M: |pair| — linteger|,
L := : |pair| x |integer| —
M = : |pair} X |integer]| — |pair]. -
The properties of the structure of pairs are as follows:

.L(newpair(a, b)) = a,
.M (newpair(a, b)) = b,
L := (newpair(a, b), ¢) = newpair(c, b),

.M := (mewpair(a, b)c) = newpair(a, ¢,

[pair],

Subset
Thénéxf step in the construction is to define a subset of proper pairs

unit properpair : pair class
begin if M = O then ERROR fi

end properpair.
The set |properpair| is 'a -subset of [pair| set. ERROR denotes a

never-terminating program, e.g. while true do od.

Quotient structure
unit rational: properpair class
_ variable gcd, auxl, aux2 :integer;
begin auxl := abs(L); aux2 := abs(M);
while auxl # aux2 do

if auxl > aux2 then auxl := auxi —aux2
else aux? := aux2—auxl fi

od;
ged 1= auxl; :
L:= L+ged; M := M-+ ged;
‘ end rational.
The set |rational| corresponds to irreducible fractions.

Extension

wnit RATIONALS: class
unit rational: properpair class ... end rational;
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unit add: function (x, y: rational): rational;
begin result := new rational (x.L * y.M+y.L * x.M,
x.M x y.M)
end add - :
unit multiply: function (x, y: rational): rational;
“begin result := rational(x.L % y.L, x.M = xM)
end multiply;

begin

end RATIONALS'.

In this way we have defined an algebra
{|rational| .add.L multiply, ...>

. which does not satisfy the axioms of the field of rational numbers since
the operation.L := can destroy them.
It is not difficult to forget about the operations .L, .M, .L :=, M :=

unit RATIONALS: class
hidden rational;
unit fraction: rational class hidden .L, .A/; end fraction;
unit rational: ...
unit add: ...
unit multiply: ...
begin
_ end RATIONALS.
The effect of line: hidden rational; is that the type rational is invisible
outside the unit RATIONALS, hence .L, .M, .L:=, .M ;= operations
are forbidden. One can create objects of type fraction by object
expressions like, e.g. new fraction (7, 19), the attributes of type fraction
are inaccessible to a user. The structure

{fraction, add, multiply, new fraction)

corresponds to the field of rationals and the axioms of the field are valid.
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The results presented in this chapter form a part of bigger project
aimed toward formal specification of LOGLAN programming lan-
guage, cf. Bartol ef al. (1983b). The present authors believe that the goal
will be reached by the creation of family of algorithmic theories. Each
theory is to describe an aspect of language’s semantics. Moreover,
it is expected that they complement one another and together bring
the complete information about behaviour of LOGLAN programs.
In our opinion especially the operation of concatenation of program
modules (prefixing) deserves more attention. Certain new results in this
field are due to Langmaack, cf. Krause at al. (1934). .
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BOOLEAN ALGEBRAS

1. A Boolean algebra is an algebra {4, U, N, —y which satisfies
the identities: : '

(1) aub = bua, anb = bna,

(1,) au(buc) = (avb)uc, an(bnc) = (anb)ne,

(15) (@nb)ub =b, an(avd) =a,

,) an(duc) = (@nb)ulanc), au(bne) = (aub)n(ave),

() (an—a)ub =b, (aw—a)nb=b,
for every a, b, c € 4.

EXAMPLES.

A. The two-element Boolean algebra B, = 0,1} v, N, =

B. Field of subsets of a set X 2(X) = (2%, u, N, —).

C. The Lindenbaum algebra of a theory T (cf. Chapter I, § . O3

2. Define the relation @ < b putting for every &, bed

a<b iff aub=0>

Define:
df
0=an—a,

-]
1=

1=au-—a,

a=>b = —aub.

3. The relation < is an ordering in 4, i.e. for arbitrary 4, b,ce A
a<a,
ifa<band b<c thena<e,
if a< b and b < a, then a = b.

4. aub is the least upper bound of the set {a, b}.
In fact

a<aub and b < aub by(s).
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If a < ¢ and b < c then by definition auc = ¢ and buc = c. Making
use ‘of (I;) and (I,) we have (aub)uc = (aub)u(cue) = (avcu(buc)’
= ¢ue = ¢, hence aub < c. '

. Similarly, anbd is the greatest lower- bound of the set {a, b}.

5. A nonempty set I/ of elements of a Boolean algebra A is said
to be a filter in A provided that for every element a, b € A4 the following
two conditions are satisfied:

If a,bel, then anbel.
If ¢eV and a < b, then beV.

6. Let A, be a non-empty subset of 4. The set of all elements a € 4,
such that a > a,n ... Nna, for some elements @;, ..., @ € Ao, is a filter.
Moreover, this set is the least filter containing" 4o-

7. A filter is said to be proper if it is a proper subset of Boolean
algebra 4. It is easy to observe that a filter is proper if and only if it
does not contain the zero element 0. '

8. A subset 4, of 4 is said to have the finite intersectibﬁ property :/_

if for every elements ay, ..., @, er
an ... na, # 0.

9. Every subset A, which possesses the finite intersection property
is contained in a proper filter.

10. A filter I is said to be prime provided it is a proper filter and
the condition aub eV implies that either a€l or b eV.

1L A prime filter is maximal, i.e. it is not any proper subset of a
proper filter. ;

. 12. Bya chain of filters we mean a non-empty family of filters linearly
ordered by the relation of inclusion.

13. The union of any chain of proper filters is a proper filter.

14. Every proper filter can be extended to a prime filter. Consider
the family of all proper filters. By 13 every chain of filters has an upper
bound. By the Kuratowski-Zorn Lemma (cf. Rasiowa and Sikorski,
'1968) there exists a maximal element in the family which is a prime
filter. »

15. Let A, be an infinite subset of 4+ .
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4, = {at,s}ses- -
If the least upper bound of the set 4, exists then we shall denote it by
Lub. (a,5). ‘

ses

Similarly, we shall use the no;cation

g.lb. (a,,5)
seS

for the greatest lower bound if it exists.

16. Let TuU be a set of indiceé. By Q we shall denote the set of
infinite operations described below:
a, = lub. (@), teT,

seS

Q 4, = glb. ), uel
reR .

17. A filter V is said to be a Q-filter provided it is a prime filter such
that for every te T, ue U:

If a, €V, then there exists so €S such that a, 5, €V.

If b, ¢V, then there exists ro € R such that by, ¢V.

18. THE RAsIOWA-SIkORskl LEmMa (Rasiowa and Sikorski, 1968).
If the set Q is denumerable then every non-zero element a, € A is contained
in a Q-filter. :

PrOOF. We shall construct a subset C of Boolean algebra such thai
it possesses finite intersection property and contains go. By 9 and
14 the set C will be contained in a Q-filter.

The construction of C will assure us that for every te T if a, €V,
then there exists s € S such that a,, s, € V. Without loss of generality
we can assume the set U is empty. The set T is denumerable so without
loss of generality we can assume 7 = 1,2, ... Consider the sequence

Ao, 41, Ayy one

The set C is defined by induction. on ¢ € {0}UT.

a, € C. (We recall that a, # 0).

Let ¢ be an glb. of all elements already included in C, ¢ # 0.
Consider a; = Lu.b. (a;,5), t € T. We shall prove that there exists s, €S

se§

such that

en(a = ap.s) # 0.
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'Suppose, on the contrary, cn(—aua,,)=0 for all seS§,

then en—a, =0 and cna, =0 for all seS, ie. ¢<a and

Lub. (cna,,s) = 0, and consequently cna, =0, ¢ < —a,.
se8 R

Hence
¢ < anNn—a,
i.e.. ¢ = 0, which contradicts our assumption. In this way we have
proved that for every ¢ € T there exists s, € § such that
asn(a, = al,sl)n e 0V(ar = ay,5) # 0. ‘
Hence the Set C = {ao, (¢, = ay,5), (a2 = a,,5,), ...} has the finite

intersection property. By 9 and 14 it can be extended to a ‘prime
filter I7. By the definition of C, V is a Q-filter.

19. THE REPRESENTATION THEOREM. Every Boolean algebra is iso-
morphic to a field of subsets of a set.
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THE PROOF OF LEMMA 2.2 FROM CHAPTER m

' Letfbe a function which to every' formula and every program of an
algorithmic language L assigns an ordinal number in the following way:

fle) = 1 for every propositional variable or elementary formula o,

f(s) = 1 for every assignment instruction s. .
If «, B are arbitrary formulas and K, M—arbitrary programs, then

flva) =flet] ‘
flav B) = flan py = flo= f) = max (fl@, f(B))+ 1
FMa) = f@)+f(K), - k
fGf y then K else M fi) = max ( (), f(K)s f(M))-3+1,
Aibegin K; M end) = max (f(M), f(K))-2+1,
f(while y do K od) = @ °max(f(y),f(K))+1,
fIUK?) = f(NKe) = o -max (f (@), f(K))+1,
(YD) = (@D a®) = f@)+2.
Observe that for every classical formula o of the language L, f(@) < .
Let us put f(%) = f(e) for every classical formula of the language

L (i.e., for every formula in which programs do not appear) and I0)
= w+f(«) for any other formula.

LemMA. For every algorithmic formula o, i)

(%) if o < B then f(2) < f(B)- -

PrOOF. We shall prove that property (x) holds for any pair of for- -
mulas from the set Z defined in Chapter III, § 2.

1. Codsider a simple formula of the form 50(T1s --.» Ta), Where @
is an n-argument predicate, 7y, ..., T, aI€ terms and § is an assignment
instruction:

Flso(zy, oo ) = o+f(e(Tys s 7)) +f(s) = 0+2.
But f(o(1, -.» Mm)) = 1 for arbitrary terms 7y, ..., 7n and therefore
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]_(Q(S—Tla ser 2 3;?n)) < j—:(sQ(Tl_, cevy Tn))-
Let o, B,  denote algorithmic formulas and s, K, M denote programs.
2. By the _deﬁnition of the function f we have
F(s(xv B)) =0 +fav f+f(s) = o +max(f(e),/(§))+2
and o ,
fse) = o+f@)+1, flsh) = o+fB+1. _
By the propertles of the ordering relation < in the set of ordinal num-
bers Sf(F) we have
flsa) < f(s(@vp)), [fish) < f(S(ocVﬂ))
3. Cons1der the pair (s, s~o). It is obvious that (x) holds, since
fls~ ) = o+~ ) +1(8) = 0 +f(9)+2
> w+f@)+1= f(so0).
4. Let us denote max (f(K), f(M)) by a. By the definition of the
function f we have; A :

f(s begin K; M end oc) : ’
= f()+f(begin K; M end)+1= flx)+a- 242 ¢
f(s(K(Moc))) FK(M)+1 -—f(er)+f(K)+l
= fle)+A(M) +f(K)+1.
As a consequence of f(M)+ f(K)+1 < @+2+2 we have
‘ Fs(K(Ma))) < f(s(begln K; M end oc))
5. By definition
f(sif y then K else M fi §)
= f(B)+max (f (), f (K), f(M))-3+2, .
F(styAKB)) = max (f (), f(B)+f(K))+2,
f(s(~y A MB)) = max(f () +1, f(B)+A(M))+2.

If at least one of the maxima that appear above is equal to its first
argument, then f(»), f(K), f(M) are finite and obviously () holds. If

max (f(), f(K), f(M)) = (M),

max (f(y)+1, f(B)+A(M)) = B +f(M),

max (f(y), f(B)+(K)) = fB)+(K),
then coo :
AM)-3+2 > f(M)+2  and  f(K)+2 < f(K)-3+2..
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It follows that ' ,
Fsy A KB)) < f(s(f v then K else M fi §))
and ,
f(s(~y/\ Mp)) < f(s(f y then K else M fi p)).
An analogous proof of the remaining cases is omitted.
6. Let us denote max ( £, f(K)) by a. By the definition of the '
function f we have:
f(s(while y do K od f)) = f()+w-a+2
and, for every natural number i,
F(sGf v then K fiy'(BA ~p)) = (@3+1)i+l <w-a+2.
Consider two cases: v '
(@) @ < o. In this case it is obvious that (a-3+1)-i+1 < w-a+2.
(b) @ > w. By the definition of the function f, ais less than o®.
So, there exists n <wand b; <w for j=1,2,...,n such - that a
=" b+ 0" L by 1+ ... +bo. :
Since i is a finite ordinal number, we have
(@3+D-i+1 :
=" (by D)+ @" "t (bpy "D+ ... +(bo-iF+1).
As a consequence '
(@3+1)-i+1 < 0" +1 =0 -w"+1.

s

However, o" < a and thus w:-w"—i-‘l < w-a+1 and finally
@3+ i+l < w-a+2. ,
It follows from (a) and (b) that for every natural number i,
f(sGf y then K fi)/(~yap)) < f(s(while y do K od f)).
7. Consider the pair (s~o(7), s@@x)ax(x)):
f(s(@x)x(x))) = flso)+2 = flo)+3,
fs~a(D) = f(~a(®)+1 = flo) +2.
Thus, fle)+2 < fe)+3. ‘ O

LeMMA. For every set of formulas Z there exists a fbrmula which is
a minimal element of that set with respect to the relation <.

PROOF. Let us consider the set of ordinal numbers f(Z) = { f(®): a € Z},
and let a, be the first element of f(Z).

b e
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- Every formula x € Z such that f(¢) = a, is a minimal element of Z.
In fact, if f(«)) = ao and for some f € Z, B < a, then by the property (x)

_JB < f@).
Hence f(f) < a, and therefore a, is not the first element of f(Z), contrary
to the assumption. O

An analogous reasoning can be repeated for algorithmic formulas
with non-deterministic programs (cf. Chapter VI).
Let us extend the relation < as follows:

OKB < oeltherKor Mro f, [1KB < [Jeither Kor Mro f3,
OMB < ¢ either Kor Mro 8, [IMp < DeltherKoero B,
(yA OKo) < Oif  then K else M fic,
(~yA OMa) < Oif y then K else Mfia,
(y A OKe) < Oif y then K else M fi «,
(~yAOKx) < OJif p then K else M fi o, )
o(lf y then M fi) (oc/\~y) < O while y do M od «,
for all ieN,
C1Gf y then M fi)'(ax A ~y) < [while y do M od o,
N , for all ieN,
O begin K; M end a < OK(OMa),
] begin K; M end o < OK(OMw®,
0K < \/ Ko, [OK'« < |IKa,
OK'a < N\Ke, OKx < K
for an arbitrary natural number 7. |
Let us put

Seither Kyor M ro) = max(f(K), f(M))-2+1,
f(O M) = flOMe) = fle) +f(M).

It can be proved now that, for arbitrary formulas , B of non-deter- -

ministic algorithmic language,
(#%) if a<p then f(o) <f(B)

As a consequence of this fact we have the following result.

LeEmMMA. For every set Z of mon-deterministic -algorithmic Sformulas
there exists an element o such that for every BeZ, ~f < «. i.e. ais
a minimal element of Z. o B
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