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Summary. The paper contains a syntactical characterization of the set of tautologies of the ldgical
calculi based on formalized algorithmic languages. Two proofs of the completeness theorem are
given. wo

This paper is concerned with deductive systems and theories based on formalized
algorithmic languages. The languages discussed here are certain extensions of those
introduced in [4]. Our task.is to give a-syntactical characterization of the set of
tautologies. This problém was discussed in [5] for simpler languages. Here this
question is made out fully in two different ways: there are given the standard and
Gentzen-style axiomatizations. The theorem on the existence of models for consis-
tent theories is also obtained. F '

We assume that the reader is familiar with [4). The terminology and the nota-
tion will be here the same as in [4}.

1. I;anguages and- their realizations
Let us consider an algorithmic language
L =(A, T, F, S, FS, FST, FSF>

which is an extension of a language introduced in [4]. Sets 4, T, F, S, FS (i.e. the
alphabet, the set of classical terms, the set of open classical formulas, the set of
_substitutions and the set of brograms, 1.e. of FS-expressions) are defined as in [4];
the definitions of the remaining sets are given below.
The least set FST of finite sequences of signs of the alphabet 4 such that

t, T<FST, -
t, if 74, .., 7, are in FST and ¢ is an n-argument functor then ¢ (74, ..., %) is
in FST,

t; if KeFS and e FST then Kt e FST,
- will be called the set of terms in L.
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The least set FSF of all finite sequences of signs of 4 such that:
-fi F<ESF,
J: if 7y, .., 7, are in FST and p is an n-argument predicate, then p (74, ..., 7,)
belongs to FSF,
f3 if a and B are in FSF then (e B), (an B), (a = ), T]a also belong to FSF,
fa if K€ FS and a belongs to FSF, then (Ka), | ) Ka, () Ka are in FSF,
will be called the set of formulas in .,

Let R be a realization of the language .2 in a nonempty set J and in the two-
element Boolean algebra (B, A, A, =, —), B=(0, 1), and v — a valuation, v e W,
see [4]. For any v e FST, K€ FS and a € FSF, the realization R induces mappings
Tg, Kg, ag. The inductive definition of partial function K; was described in [4j.
Consequently we formulate here the definitions of 7z and ag.

g is a partial function which is defined on the set of all valuations W and takes
values in the set J, namely
t;g if x is an individual variable then xz (v)=wv,,

t,r if 7y, .., 1, are in FST then

_ Jor (71, (), ... Ty (9)) iff 7, are defined for i=1,...,n
# (1, s Taln(2) = {is not defined — otherwise
{3 if Ke FS and 7 e FST then

Ky (2)= 7z (K (7)) iff Ky (%) and 74 (Kg (9)) are defined
®Y77 |is not defined — othierwise
By aiz we mean function

ap:W—B
defined by induction as follows:
fir if x is a propositional variable then xj (v)=12,,

fZR
P (21 )n (0= {pR (T1, (v),o..., Ta, (7)) gi;];a:iw'c;:ge(w) are defined for i=1,...,n
f3R
(aV e (v)=ag (2) A Br (V)
(anPir (v)=ag (v)A fr(¥)
(a=B)r (V)=ar (v)=fr ()
“lag (v)=—ag (v)
Jar

ag (Kg (v)) iff Kz(v) is defined
0 otherwise

(Ka)x (v)= {
U Kaxl(‘”)= iQ (K*a)g (v)

M Kax (9)= () (K a)e (1

where K'g (¥) is defined as follows: K] (v)=wv, KL (v)=K}? (K (9)).
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If p is an n-argument predicate and 7y, ..., 7, are any elements of FST, then an
expression of the form
p (T e T
is called a primitive formula.
The following two lemmas can be considered as a kind of the normal form
theorems for the FST terms and for primitive formulae.

LemMA 1. For every n-argument functor y, for any terms t, Ty, ..., T,_, and any
program K there exist the program K' and term t' such that for every realization
R of the language £ and every valuation v the following equality holds:

W (Tls very F!—ls KT: Tyy vevy Tn—I)R (U)=(K’ ¥ (Tls ey Timis T’! Ty vevs Tn—l))ﬂ (‘ZJ) .
The proof is omitted. :

LEMMA 2. For every term te€(FST—T) and for every formula a of the form
p (T4, ..., T,) there exist programs K,, K, and terms t*, 7 , ..., 1, €T such that the
Jollowing equalities

@D r(D)=(K; ™) ()

(i) ax (‘”)=(Kz P (T:; ) TD)R (2)
hold for all realizations R of the language 2 and for all valuations v.
This follows immediately from Lemma 1.

By assumption the set of all variables is denumerable. In the sequel we shall
consider this set together with the fixed ordering r. Then by a slight modification
of the proof of the Lemma 2 we get the following

Remark. Programs X, K, and terms z*, r':, ey 'r: are assigned in an unam-
biguous way. -
2. Axiomatization
Let E(K) denote a formula mentioned in [4], which is valid iff the function K
is total for every realization R and let for every substitution s and every term 7,
57 be an expression defined as in [4].

By an axiom we shall understand any formula of one of the following forms:
formulas (T;)—(T,,) of [2], and formulas

Aq - AGp @1 s ) = p (570, oy 5T

A, (p (A 8 7 (e 1::))}

A, . e G s = (Mp (31, ., 1)) | M and 7] ... 7y are

A, (Mp (33, .- ) = p (71, ..., 7)) | defined as in Lemma 2,
- ((K (Ma)) = (o [KM] a))

As ((o [KM] @) = (K (Ma)))

Ag (K (@u B) = ((Ka) L (KB)))

A, ((Ka)u (EB)) = (K (aV B)))

Ry ° (K (an B)) = ((Ka) N (KB)))
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s (((Ka) N (KB)) = (K (an )
Ao (K (a = B)) = ((Ka) = (KB)))
Ay (E (K)={((Ka) = (KB)) = (K (a=P)))}
Ay (K@) ="1(Ka))
A EE) > (1K) =>(Ka))
Ass (M) Ka) = (M (av|_) K (Ka))))
Ags (M (e VUK (Ka))} = (M|_) Ka))
Ale (MM Ka) = (M (@M K (Ka))))
B " (M (@n M K (Ka))} = (M " Ka))
Ay ((Ka) = £ (K))
Ao (v [aKM] B) = ((an (KB) v (TTan(MB))))
Azo (e (&B)w (Ten (MB)) = (v [aKM] B)
Az ((+ [aKM] ) = ([c/11J o [[e/(c 0 T1)1.K] (c D an(MPB))))
Az, ({le/1) o[[e/(c 0 T1@)] K] (e ann (MB))) = (x [aKM] B)
where ¢ does not occur in (* [aKM] f) :
s, " . (18> @M1 /) na
Az ((a (‘5] B) = ([a] ﬁ)) —L n
We admit four rules of mfcrencc
a, (a=p)
H B
: a, E(K) .

e | (Ka)
R {(7 = (M (K' a)))}icn

? (r = (M (" Ke))
R 7 {((M (K'a)) = y)}ie.\' _

* (MU Ky = 7)

In all the above formulas a, f, yEFSF K, MeFS, 1}, ..., .eT and p is an
n-argument predicate.

The consequence operation C is a mapping which to every set X (X<FSF)
of formulas assigns the least set C (X) satisfying a), b) and closed under the rules
-of inference:

a) X<C((X), \

b) all axioms are in C (X).

In the sequel we shall study the deductive systems (£, C) and formalized the-
ories T={L2, C, A (where & is a fixed subset of FSF and will be called the set
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of specific axioms of ‘C). Deductive systems (.2, C> will be called systems of algo-
rithmic logic (they can be identified with the theory {2, C, @) with the empty set
of specific axioms).
‘Any element a of the set C () w1ll be called a theorem of the theory (.2, C s>,
For every realization R of 2 and any valuation 7 of propositional variables,
a pair (R, 9) is said to be a model for theory “C iff for every formula a € ¢ and for
every valuation »' of individual variables ag(v)=1, where v=(9, v '),

THEOREM. For every consistent theory T={2, C, &) there exists a model of C.

The algebraic proof makes use of the Rasiowa—Sikorski lemma, see [2].

At the end of this section we shall formulate conditions necessary and sufficient
for any formula to be a theorem of a consistent theory.

THEOREM. For every formula a in a consistent theory T the following conditions
are equivalent
1. ais a theorem in T,
2. a is valid in every, model of T.
This follows easily from the preceding theorem.

3. Diagrams

In this section we shall consider another axiomatization of the set of tautologies
of the language 2. At first we recall some auxiliary notions.

Let I'|, I';, denote finite sequences (empty sequence is admitted) of formulas
in .£. Every expression of the form -

Iri—-r

will be called a sequent.

The sequent §

: Gyyeens @Gu—> Bry ovey B

is called indecomposable iff every formula a, B; (i=1,...,n, j=1,..,m) is a pro-
positional variable or is a primitive formula (i.e. is of the form 2 (T4, ooy T,), Where
7, €T).

A sequent S is said to be an axiom iff there exist indexes iand j (1 <i<n, 1 < jsm)
such that a; and f; are identical.

- By a scheme we shall understand a pair {S, Sy} of sequents a triple {S, Sy; 5.}
or an enumerable sequence of sequents {S, So; S;; S;; ...}, which will be written
in the-form '

S Y A Ly
— or or =T —
g So; S . {Si}ir_-'N

[

Sequent S is called conclusion and sequents S, in the first case S, S, in the
second and So, S ... in the third case — permises.
In the sequel we shall consider three groups of schemes: The first group:

rli (s,h weuy Sxao)s FZ ")'FS IB) Fl _'>F2: (Sh ...,Skao), F3
'rS:...-, Se—1 Sk_ao), I"l, rz -->I'3 f'l-->-(sl, g SE_ .S_'k-&o), Fg, 1-'3

1A)
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where aq denotes an atomic formula, and % is a natural number, £=0, 1, 2, ...

-rh (Sp (1'.1’ wery Tn)) FZ =2 F:-'- Ill ">F2! (Sp (Tjn weny tn))’ I'S
(s (Kp (7, --os 'r:))), Bl Ty Iy->(s(Kp (7}, s 7)) I2s Ia

where the formula Kp (7] , ..., 1)) arose from p(zy, ..., 7,) in accordance with the
algorithm described in the proof of Lemma 2.

24) 2B)

Iry,(s7e),I>T, Ii-»>T5,(s7a), I
35) Iy, F,->(sa), I 3B) Iy, (sa)->T,, T,
Iy, (s@anp), M-»>T;
4A) (Sa)s (Sﬁ)s -rls Fz -> FS ( )
I'y->T5,(s(@up)), I's
°B) Iy ->(sa), (sB), I'y, I3
Iy-—>1T5, (S(aﬁﬁ)),f}
B D I 6P T T
- Iy, (s(M Ka), [>T Iy (s\U Ka), T,
) (sM K (Ka)), I'y, (sa), Tp->T5 8B) I'i—>(s\U K(Ka)), Iz, (sa), I's
9A Iy, (-5'(0 [KM] a)), Iy—>T; 7 I'y-—>15, (-5' (o [KM] a)), I’y
) (s (K (M@)), Iy, F->T5 2R Iy (s (K(Ma))), Is, Iy
10A) Fl,(S(x[ﬁKM] a)): Iy-»>T,
(s (BN KDYV (18N (M), Ty, T2-> 15
lOB) Fl">r2, (S("' [ﬁKM] 0'.)), Fs
Ii->(s((BnKa) V(1N (Ma))), T2, I3
IIA) Iy, (S(*[Bm] a))s Fz""rs

(s (/11 o [le/len 1B K] (e B (Ma)))}, I'y, Ty—>T5

Iy ~>Ty, (s (+ [BEM] @), T
Iy “3‘-(5' ([e/1]{J o [[C/(Cn 18] K] (enpgn (Ma)))), Iy, I

where ¢ does not occur in the formula (« [KM] a).
The second group:

11B)

Iy-—>1T5, (s(aﬁﬁ)), I3

) I'y—>(sa), 'y, I'y; I'y->(sB), Iz, I3

Ty, (S (U’-Uﬁ)): I'y->Ty
(5a), I'y, o> Ty (), T, I'y—1T;

Fla (S (a =>ﬁ)): FZ")'FS
Fls Fz""(sa), FS: (Sﬁ)s Fls FZ"B"FS

5A)

6A)
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The third group:
Iy ->TI5, (s Ka), I3

{I'1 -> (S (k! (a)), I, FS}IEN

7B)

Iy, (s\_Ka), I',—> 15
{(S (K* ﬂ)), I, rz“’ra}ien

In all the above schemes
1) Iy, I, I'; denote any sequents,

2) s denotes any sequence of substitutions sy, ..., 5, k=0,
3) K, M —any program K, M e FS.

By a tree we shall understand a set D of finite sequences of natural numbers
such that if any sequence ¢={i,, ..., [,) is an element of D then every initial segment
¢ of ¢, ¢,=(i;, ..., ), k<n, is an element of D also. The empty sequence of natural
numbers, denoted by &, belongs to every tree.

For any element c=((y, ..., {,) of the tree D, the number # is called the level
of the element ¢ in the tree D.

By the level of the tree D we shall mean the set of all elements which have the
same level.

A subset D such that its elements are linearly ordered with respect to the re-
Jation “to be an initial segment™ is called a branch of the tree D.

By the diagram of a formula a, we shall mean an ordered pair (D, d) where D is
a tree and d is a mapping which to every element of the set D assigns certain non-
empty sequent. The tree D and the mapping 4 are defined by induction of the level
I of the tree D as follows:

1. if /=0 then the only element of this level is @, i.e. @ €D, and d (&) is equal
to the sequent-»>ag;

Suppose that we have defined all elements of the tree D with the level not higher
than n.

Now we define elements of n+1 — level of D.

Let ¢=(i,, ..., i) €D and let the sequent d(¢) be defined:

2. if d(c) is an indecomposable sequent or an axiom, then none of the elements
¢'=(iy, ..., I, k), ke N belongs to D; ¢ and d(¢) are called an end element
and an end sequent of the tree D;

3. the sequent d(c): S--»>V is neither indecomposable nor an axiom;

8A)

We consider two cases:
Case 1 —nz is an even number

A. if the sequence V contains only atomic formulae then (i, ..., i;,, 0) e D and
d(iy, ..., ip, 0)=d (¢),

B. if a is a first on the right-hand side nonatomic formula in V, then we consider
different forms of the formula a:

o

1°, if sequent 4 (c) is 2 conclusion in a scheme of the group IB concerning
the formula g, then (i, ...,#,,0)eD and d(i,, ..., %, 0) is equal to the
only premise in this scheme,
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2°. if the sequent d (¢) is a conclusion in a scheme of the group IIB, then
(i1 -5 in, 0) and (iy, ..., ip, 1) belongs to D and d (i, ..., &5, 0), d (i}, ..., in, 1)
are the first and the second premise in this scheme, ’
3°, if the sequent d (c) is a conclusion in a scheme of the group IIIB, then
(iys .o ipy k) are in D for any ke N and d (i), ., iy, k) is k-th premise
in thIS scheme,
Case 2 —n is an odd number. \
Points A and B in the above definition must be changed in the following way:
the sequence V is replaced by I" and groups I, II, IIB by I, II, TIA.
From this definition it immediately follows that for every formula its diagram
is defined in an unambiguous way. Thc diagram is said to be ﬁmte iff every of its
branch is finite.

THEOREM. Formula ag is a tautology if and only if the diagram of formula a, is
finite and every end sequent is an axiom.
The proof is analogous to [3] and is omitted.
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I". Mupkonscka, O-IlJO]JMaJIBSHDOBaI[BHx CHCTEMAX ANrOpHMMEMECKOH JIOTHKH

' Copepxampe. HacToamana pabota COREPKHT CHHTARCHIECKYIO XAPAKTEDECTHKY MHOXEC1Ba TaB-
TONOTHH JIOTHYECKHX HCYHCICHHMH, OMHPAIOITHXCA HA (OPMANHIHPOBAHHLIE ANTODHPMHYECKHE
aseiky. [IpoBopsaTca ABa AOKa3aTelNsCTBA TEOPEME! O MONHOTE.



