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Summary. There are relational systems for which the class of functions computable by means of
programs with procedures is essentially larger than the class of functions computable by means
of prosrams without procedures.

We give examples of rclational systems with the following property: the class
of functions defined as the least solution of the system of equations contains functions
which do not belong to the class of functions computable by means of Scott-Engeler
programs.

Since some systems of equations may be regarded as procedures, we can derive
a conclusion interesting for the theory of programming (see Summary).

First we will give a few definitions helpful in thé construction of such systems
and in the proofs of their properties.

Let A4 be an alphabet consisting of: an infinite set of variables V'; zero-argument
functional symbols «, b; a two-argument functional symbol P and a two-argument
~ relational symbol=.

' We assume the sets 7, Fand S of terms, formulas and substitutions to be defined
in the normal way.

We denote by Pr a set of Scott—Engeler programs constructed with the use of:

-—— a countable set of labels £,
— a set of formulas F,
— a set of substitutions 5.

We shall define the relational system & and the realization of the language Pr
of programs in %

Let us denote by B the following set of symbols: {p.(,), . f, , }

Let 7 be the smallest subset of B* satisfying the conditions:
I = feT,
2y if r,, 7,7 then p(t,, 7).

In other words, we can say that T is a set of terms constructed with the use of
symbol p and constants «, fi.

[587]
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Let us define the function P over the set T"(we consider 7 to be the domain of
the system &) as follows:

Plry, ta]=p(z1, 72).

We shall also define the zero-argument functions «, £ and the identity relation id.
By the relational system § we mean the set T together with the functions «, 8, P
and the identity relation id;

S={T, o, B, P,id}.

We define a realization R of the language of programs in a relational system S,
as follows:

— the zero-argument functional symbols a, b represent the elements of «, §
{respectively),

-— the two-argument functional symbol P represents the function P,

— the two-argument relational symbol—represents the identity relation.

Dermvamion 1. For every term te T a natural number defined recursively as
follows:

1) terms z and f are of degree 0,
2) the degree of the term p(r,, 1) is max (deg 7,, deg 7,)+1 will be called the
degree of the term =,

DEerINITION 2. T is a set of symmetrical terms, the smallest subset of T satisfying
the conditions:
L #BeT,
2y if 1y,1,e€T, degr,=degt, then p(z,,7,)e T,

Derinimion 3. A term 7’ is a subterm of the rank 1 of a term 7 if there is a term
7' such that: t=p(z’,7") or 1=p (', ')

We shall say that term 7’ is a subterm of the rank n—1 of a term 7 if 77 is a sub-
term of the rank 1 of some subterm of the rank # of the term .

DerNiTioN 4. A program K e Pr is said to be simple if the formulas appearing
in its instructions are of the form: x=y; x, y& V and the substitutions are of the
form: [x/al, [x/b], [x/¥], [x/p (v, 2)], where x,y,ze V and x#y, x#z.

For any program K there exists an effectively contructible simple program

K’ such that: ;
K (v)=Kg ()
for any valuation v and any realization R. The obvious proof is left to the reader.
LemMa 1. For any natural number n there is a symmetrical term 7, degt,2n

with all subterms of the rank n distinct, such that:

(w)  for any program K with n variables and for any valuation v, such that for
ye V(K)

deg o, (y)<deg t,—n, or

degwvy (y)=degr, and if degvg(y)=degz, then v, (¥)#x,

the relation Ky (vg) (2)%7,, z€ V(K) holds.
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Moreover, if  is the term obtained from the term v, by applying the substitutions:
py for a, p, for B, where p, #p, and both the terms p;, pr €T, are of some degree
k=0 then condition (W) is also fulfilled for n.

Proof. For =1 in the program K there is only one variable x,. Consequently,
it does not contain instructions other than:

k: if x=x then go to p else zo 10 g,

{; do s then go to p; where s=[x/«¢], [x/b].

Let 7, =p (=, ). By the assumption v, (x)#7,. Hence any superposition (possibly
the empty one) of substitutions of the type [x/a], [x/b] always results in a term
different than t,. That proves the Lemma for n=1.

Let us assume the Lemma to be true for » and let z=17, be a term with
property (w).

Let ©° be a term resulting from the term 7 after substituting p, for 2 and p, for
/3 and let " be a term resulting from the term t after substituting the term p; for «
and p, for f (we assume here all the terms p,, 3, 23, p4 to be distinct and of some
degrec k>0 p,eT, for i=1,2,3,4).

Let us denote by u the term p (z’, ©''). We shall prove that the term u satisfies.
condition (w) for n=m41 (of course ue T, is the term of degree deg t+k-+1 and
all its subterms of degree m+1 are distinct).

Suppose that the term z does not satisfy (w), i.e. there is a program K with at
most m+1 variables and a valuation %, (satisfying for ye V(K)

deg o, (P)<deg u—(m+1), or

deg v, (1)=deg u and if dege, (p)=deg u then 2y (V) F1)

such that for some x, € V' (K) the following relation holds:

Kg (@) (xo)=1t.

Let (e4, ), ..., (¢4, ,) be the computation of program K for the valuation ..
With each of the labels ¢;, i=0,1, ..., p—1 we shall associate a substitution s; as.
follows:

if the instruction labeled by ¢; is conditional, then s;=[ ],

if this instruction is operational and has the form ¢;: do s, then go to ¢, then
s;=s. Of course (559 ...05,_1)x (vp) (Xg) = jt.

With every valuation v; and every variable z € ¥ (K) we shall associate a valuation
2;_, and a set of variables (empty, one- or two-element) as follows:

if 5, is of the form [z/a], [z/b] then we associate (z;_., &),

if 5,_, is of the form [ |, [z/z] then we associate (v; ., {z}),

if 5, , is of the form [z/y] then we associate (v,_,, {¥}),

if 5,_, is of the form [z/,., ,] then we associate (v;_i, {x,¥}),

if s _, is of the form [x/ | where x+#z then we associate (v;., {{z}).

Let us denote by F the above-constructed correspondence. Let { be the smallest
number with the property: the set Fi(v,, x,) has two elements, ie. F'(v,, xo)=
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=(v, {21, 224). Then 2, (z,)=7", 9, (z:)=1"" (and of course the number with the
above property exists by the assumption that o, (¥)# g for ye V(K) and all the
subterms of the rank 1 of the term g(i.e. 7', ¢"') are distinct.

In general, once we have determined ey i i
t=1,2 then A {zf]____,i_f,izfil___,jj,z}v):F"'f(v,n____‘,-J__L, .1} Where m; is
the smallest number with the property that the set of variables Fri(w, .

for j<m—+1 and z, ;. .1

ot

‘ij_ls
z; ..1.) has lwo elements.
Lzl
Here Ui nsy (pr---:f-,--r)’ t=1,2 are the subterms of the rank 1 of the term
Try iy, (Ze, ) and of course the number m; always exists because ¢,())s

FU i, i, ) forany ye V(K) and all terms under consideration are distinct
(deg Tropor,_ (Zi, 1) equals deg g—j-+ 1 and thus it is greater than deg x— (n +1)
and smaller than deg ).

Let us denote by rp the smallest of the numbers r; ;| Fo=Fo .0

sree It

Clearly (s,,0..08,_1)r (%) (vg)=yg. Let us denote by B By K THE AEEUIE
of & successive application of the substitution operation for the variable x,.

As it is known, (5,0, .., 085, )p () (X0)=(s,. ... 5, 4 Xo)r (z,)-
The occurrence of y such that deg @, (v)>deg g —(m+ 1) in the inscription s, ... Sp—1 Xo
would imply that @, () is the subterm of the rank <umi+ | of the term u, contrarily
to the deflinition of »,.

Hence for the valuation @ consiructed for the given 7, as follows:

) e if ye V(K) and degz, (¥)>deg y—(m+1), and deg 7, (V)<deg o,
o{y)=

2, () otherwise
the following relation holds:

5y © -0 55— Jr (8) (46) =51, © e 0.5, D (2) (Xa).

Furthermore, for every j{s, o...os, B R (m.) (Bt = (5,0 05,

@ Giooo):

ol

The proof is by induction.

Ir

R

The terms Tryg, et (Zio,..i5, )=V, t=1, 2 are the subterms of the rank m of one
of the terms 7/, 7', say ©'.

Let us notice that for every 7 satisfying r, </<p there is a variable z, such that
the terms v; /=1, 2 are the subterms of z, (z;) (this being a consequence of the defini-
tion of i)

We shall define the new sequence of substitutions S -wsSp—1 and the sequence
of valuations Voo ooy Vpsuch that: v, =§; (7 and ¥, =vandforevery i, ro<i<p+1
there is such a permutation =, of the set of variables V' (K), that (8,95 v 05— g (@)
(M =7 () and for Zo=2p,...0 the terms vy, v, are the subterms of ¥,(z,) for
Fo<i<p. In particular 171,(?1'_,, (xo)) =u, v.(m, (zz))=r”.

The sequence §; is defined as follows:

5, =8, M, =id.
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Assume that for a given / we have already defined §, and x,. If 5;., is of the form
U], 3], [xial, Ix/bl, [x/P (), z)] where x+£z,, then s;,, is of the form

[ 3. Do (0 (091 [ ()l [y ()78 [ (/P (1 (39, 72.(2))]

and =,.;=m,.

If 5,,., 15 of the form
1) [ZOI";G-J': [:Ofb}z
2) el
3)  lzo/P (3, 2)]
then in the case 2) where v, v, are the subterms of z; {¥) and also in the case 3)
when v, v, are the subterms of either ¢, (p) or ¢, (z) we put §,,, to be of the form

[72; (Zo)/ 7 (1)] - [ﬁr(folflp(”i (), #; (Z))]s g1 = Ty
In the remaining casc we put §,,; to be of the form
[z6: 741 Tiq dfal, Zo/Zir1s Zie 1 /B, [20f2i- 15 Zosa /7 (1],
[Zofzi21 2144 [P (sz (1), 7 (Z))] ,

respectively, where z, ., is such a variable that v, v, are subterms of o, . | (735“ Yze))s
of course in such a case zp5£2;.,.,. Then also m,,,=f=r, where:

Zo for y==z;.4,
Fp)={zie1 for p=2z,

¥ otherwise.

-

One can easily verify that the above-constructed sequence has the required
properties.

As we have already noticed, (5. 0..05)x(®) (7, (z2))=1"".

The terms v; and v, arc not subterms of the term z”° (all the subterms of the
© rank m+ | of the term u are distinet) and therefore the expression §,_ ... §, Z, cannot
contain z, (here we denote =, (z,) by Z,).

Let us create the scquence L — from the scquence 8y = s S SEQUENCE
all the substitutions containing the variable z,.

In virtue of the above

(52, © o 05 () (E2)= (55, © . 0.5 ) (0 () =7"".

That in turn implies the existence of a program K’ (the sequence of subsfitutions
Sk, s ¢, ) With at most m variables (we have excluded z,} and such that for the
valuation =z (satisfving:

dege (yisdeg v —m, or

degw (1)=degt”” and if dege (y)=deg’’ thent' #v (1))
it fulfils the condition K ) (5)=1".

This conclusion together with the fact that 7" is a substitution of t contradicts
the induction hypothesis that the Lemma is true for s

That completes the preof of the Lemma.
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Dermition 5. A program K computes the function F; T—T if for seme fixed
Xo €V (K)w (Xo)=1 implies K (®) (xq)=F (1).
Let £:7—1 be the least of the functions satisfyving the system of equations

[re=b.
=i
(P (e 3) =P (9, 1O).

One can easily notice that F is the function which in any term substitutes « for
f and vice versa. Therefore the entire set T constitutes the set of values of F.

Let us suppose that there is a program K which computes the function F, and
let » be the number of variables in such a program.

Let ¢ denote the term F~' (z,} and

‘ ,_Jm for y=£%;,
%(})_l'{ for y=x,.

Then the fact that K computes the function F (i.e. the term 7, is the value of
K () (x¢)) contradicts the preceding Lemma.

As an immediate corollary we have:

ToeoREM 1. There is a relational system & ={T, a, b, P, =) with the property:
the class of functions defined as the least solution of the system of equations contains
Junctions which do not belong to the class of functions computable by means of Scoti-
Engeler programs.

Let NV denote the set of natural numbers and T the previously considered set
of terms.

Let D=N U {e} VT, where c¢ TUN,
In the set D we shall define the zero-argument functions 0, 1, @, 5. Symbol 0

denotes the element O e &, 1 — the element 1 € NV, ¢ — the element 2 7, b — the
element fecT.

One-argument functions R, L are defined as follows

& for xe T {e},

5 ]
R( )_[r(x) for xe N,

where r denotes the right-side inverse function for the function of the pair of functions,

& for xe TU{e},

L(x):{l(x) for xe N,

where 7 denotes the left side inverse function for the function of the pair of functions.
We define the two-argument function P as follows:

x+y for x, ye N; +denotes the addition in N,
P(x,y)= P(x,y) forx,yeT,
& otherwise.
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Thus we have defined the system
D=(D,0, Lo, B, R, L, P, =5.

We assume here the set of programs over an alphabet 4, and the set of labels E
to be defined in a normal way, where:

A=Vu{0, 1,4 bV {R LIU{PIU{=]}
We define the realization R, by associating with every functional {or relational)
symbol an identically denoted function (relation).
In an analogous manner one can prove
LEMMA 2. For every natural n there is a term 1, € T, of the degree =n with all
subterms of the rank n distinct such that:

(W} for every program K with n variables and for any valuation v, satisfving: if
vo (el (yeV(K)) then dego, (y)<degt,—n, the following relation holds:

Kp () (x)#7, for xe V(K).
Let £ be the least function F:D—D satisfying the system of equations

[/(0)=a,
Jiy=>n,
) =P (L)), F(R())).

We easily notice that F has the domain ¥ and a set of values 7.

On the ground of assumptions analogous as in the preceding case we prove
that there is no program computing the function F.

We can write the above system of equations in the form:
J)=if x=0 then a else if x=1 then b else P(F(LK)), F(RM))

identical with the definition of a procedure. Therefore we have:

THEOREM 2. There is a relational system with the property: the class of functions
computable by means of programs with procedures is essentially larger than the class
of functions computable by means of programs without procedures.

Notice that the system under consideration included as a subsystem the set of
natural numbers with 0, 1, +, r, /.

This is what 13 called a constructive subsystem.

CorOLLARY 1. The fact that the system contains a constructive subsystem does
not imply that the class of functions computable by means of programs with procedures
is identical with the class of functions computable by means of programs without
procedures.
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B. Hamnxo, HenporparwmpoBanneie §yasigm onpeic/meMeie TpoNedy poil

Coaepikanue. B nacroaueil paGoTe npmpoasTes mpvepsl PENsEOHHLIX CHCTEM, [ KOTOPBLIX
EJacC GyHKUHE BRITACAZEMBIX 11POYPAMMEMHI ¢ IDOLEAYPAMIT CYLIECTRENHO LIKpe kracca yukumi
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